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Chapter 1. Introduction

Overview and Features

Pegasus WMS [http://pegasus.isi.edu] is a configurable system for mapping and executing abstract application
workflows over awide range of execution environment including alaptop, a campus cluster, a Grid, or acommercial
or academic cloud. Today, Pegasus runs workflows on Amazon EC2, Nimbus, Open Science Grid, the TeraGrid, and
many campus clusters. One workflow can run on asingle system or across a heterogeneous set of resources. Pegasus
can run workflows ranging from just afew computational tasks up to 1 million.

Pegasus WMS bridges the scientific domain and the execution environment by automatically mapping high-level
workflow descriptions onto distributed resources. It automatically locates the necessary input data and computational
resources necessary for workflow execution. Pegasus enables scientists to construct workflows in abstract terms
without worrying about the details of the underlying execution environment or the particulars of the low-level
specifications required by the middleware (Condor, Globus, or Amazon EC2). Pegasus WM S al so bridges the current
cyberinfrastructure by effectively coordinating multiple distributed resources. The input to Pegasus is a description
of the abstract workflow in XML format.

Pegasus allows researchers to translate complex computational tasks into workflows that link and manage ensembles
of dependent tasks and related data files. Pegasus automatically chains dependent tasks together, so that a single
scientist can complete complex computations that once required many different people. New users are encouraged to
explore the tutorial chapter to become familiar with how to operate Pegasus for their own workflows. Users create
and run a sample project to demonstrate Pegasus capabilities. Users can also browse the Useful Tips chapter to aid
them in designing their workflows.

Pegasus has a number of features that contribute to its useability and effectiveness.
« Portability / Reuse

User created workflows can easily be run in different environments without alteration. Pegasus currently runs
workflowson top of Condor, Grid infrastrucutures such as Open Science Grid and TeraGrid, Amazon EC2, Nimbus,
and many campus clusters. The sameworkflow can run on asingle system or across a heterogeneous set of resources.

* Performance
The Pegasus mapper can reorder, group, and prioritize tasksin order to increase the overall workflow performance.
 Scalability

Pegasus can easily scale both the size of the workflow, and the resources that the workflow is distributed over.
Pegasus runs workflows ranging from just a few computational tasks up to 1 million. The number of resources
involved in executing a workflow can scale as needed without any impediments to performance.

¢ Provenance

By default, all jobsin Pegasus are launched via the kickstart process that captures runtime provenance of the job
and helps in debugging. The provenance data is collected in a database, and the data can be summaries with tools
such as pegasus-statistics, pegasus-plots, or directly with SQL queries.

» Data Management

Pegasus handles replica selection, data transfers and output registrations in data catalogs. These tasks are added to
aworkflow as auxilliary jobs by the Pegasus planner.

« Reliability

Jobs and data transfers are automatically retried in case of failures. Debugging tools such as pegasus-analyzer
helps the user to debug the workflow in case of non-recoverable failures.

e Error Recovery
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When errors occur, Pegasus tries to recover when possible by retrying tasks, by retrying the entire workflow, by
providing workflow-level checkpointing, by re-mapping portions of theworkflow, by trying alternative datasources
for staging data, and, when all elsefails, by providing a rescue workflow containing a description of only the work
that remains to be done. It cleans up storage as the workflow is executed so that data-intensive workflows have
enough space to execute on storage-constrained resource. Pegasus keeps track of what has been done (provenance)
including the locations of data used and produced, and which software was used with which parameters.

¢ Operating Environments
Pegasus workflows can be deployed across a variety of environments:
* Local Execution

Pegasus can run aworkflow on asingle computer with Internet access. Running in alocal environment is quicker
to deploy as the user does not need to gain access to muliple resources in order to execute a workfow.

¢ Condor Pools and Glideins

Condor is a specialized workload management system for compute-intensive jobs. Condor queues workflows,
schedules, and monitors the execution of each workflow. Condor Pools and Glideins are tools for submitting
and executing the Condor daemons on a Globus resource. As long as the daemons continue to run, the remote
machine running them appears as part of your Condor pool. For a more complete description of Condor, see the
Condor Project Pages [http://www.cs.wisc.edu/condor/description.html]

e Grids

Pegasus WMS is entirely compatible with Grid computing. Grid computing relies on the concept of distributed
computations. Pegasus apportions pieces of aworkflow to run on distributed resources.

¢ Clouds

Cloud computing uses a network as a means to connect a Pegasus end user to distributed resources that are based
in the cloud.

Workflow Gallery

Pegasus is curently being used in a broad range of applications. To review example workflows, see the Example
Workflows chapter. To see additional details about the workflows of the applications see the Gallery of Workflows
[http://pegasus.isi.edu/workflow_gallery/].

Wearealwayslooking for new applicationswilling to leverage our workflow technologies. If you areinterested please
contact us at pegasus at isi dot edu.

About this Document

This document is designed to acquaint new users with the capabilities of the Pegasus Workflow Management System
(WMS) and to demonstrate how WMS can efficiently provide a variety of ways to execute complex workflows on
distributed resources. Readers are encouraged to take the tutorial to acquaint themselves with the components of the
Pegasus System. Readers may al so want to navigate through the chapters to acquaint themsel ves with the components
on a deeper level to understand how to integrate Pegasus with your own data resources to resolve your individual
computational challenges.
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Chapter 2. Tutorial

Introduction

This tutorial will take you through the steps of creating and running a simple workflow using Pegasus. This tutorial
is intended for new users who want to get a quick overview of Pegasus concepts and usage. The tutorial covers
the creating, planning, submitting, monitoring, debugging, and generating statistics for a ssmple diamond-shaped
workflow. Moreinformation about the topics covered in thistutorial can befound in later chapters of this user's guide.

All of the steps in this tutorial are performed on the command-line. The convention we will use for command-line
input and output is to put things that you should type in bold, monospace font, and to put the output you should get
in anormal weight, monospace font, like this:

[user @ost dir]$ you type this
you get this

Where [ user @ost dir]$ isthetermina prompt, the text you should type is“you type this”, and the
output you should get is"you get thi s". Thetermina prompt will be abbreviated as $. Because some of the
outputs are long, we don’t always include everything. Where the output is truncated we will add an ellipsis ... to
indicate the omitted output.

If you are having trouble with this tutorial, or anything else related to Pegasus, you can contact the Pegasus
Usersmailing list at <pegasus- user s@ si . edu> to get help.

Getting Started

Easiest way to start the tutorial isto connect to a hosted service using SSH as shown below.

$ ssh tutorial @egasus-tutorial.isi.edu
tutorial @egasus-tutorial.isi.edu' s password: pegasusl23

Note

The workflow dashboard is not run the hosted tutorial service. To try out the workflow dashboard use the
virtual machines provided below.

OR

We have provided several virtual machines that contain all of the software required for this tutorial. Virtual machine
imagesare provided for VirtualBox and Amazon EC2. Information about deploying thetutorial VM on these platforms
isin the appendix. If you want to use the tutorial VM, please go to the appendix for the platform you are using and
follow the instructions for starting the VM found there before continuing with this tutorial.

Advanced Users: If you have installed Pegasus and Condor on your own machine, then you don't need to usethe VM
for the tutorial. If you installed Pegasus from one of the native packages (RPM, DEB, DMG), then you can find the
tutorial filesin / usr/ shar e/ doc/ pegasus/tutori al . If youinstaled abinary tarball, or compiled Pegasus
from source, then you can find the tutorial filesin PEGASUS_HOME/ shar e/ doc/ pegasus/tutori al . These
files will need to be modified in several places to fix the paths to the users home directory (which is assumed to be
/hone/tutorial ). Itisassumed that Pegasus was installed from a native package, so the path to the Pegasus
install isassumed to be/ usr . Condor should be installed in the " Personal Condor" configuration. Y ou will also need
apasswordless ssh key to enable SCPfiletransfersto/from localhost. Getting everything set up correctly can betricky,
so we recommend getting started with one of the VMsif you are not familiar with Condor and UNIX.

The remainder of this tutorial will assume that you have a terminal open to the directory where the tutorial files are
installed. If you are using one of the tutorial VMsthesefiles are located in the tutorial user's home directory / hone/
tutorial.

Generating the Workflow

We will be creating and running a simple diamond-shaped workflow that |ooks like this:




Tutorial

Figure 2.1. Diamond Wor kflow

preprocess

findrange findrange

In this diagram, the ovals represent computational jobs, the dog-eared squares are files, and the arrows are
dependencies.

Pegasusreadsworkflow descriptionsfrom DAX files. Theterm“DAX” isshort for “ Directed Acyclic Graphin XML”.
DAX isan XML file format that has syntax for expressing jobs, arguments, files, and dependencies.

In order to create aDAX it isnecessary to write codefor aDAX generator. Pegasus comes with Perl, Java, and Python
libraries for writing DAX generators. In this tutorial we will show how to use the Python library.

The DAX generator for the diamond workflow isin thefilegener at e_dax. py. Look at the file by typing:

$ nore generat e_dax. py
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Tip
We will be using the nor e command to inspect severa filesin this tutorial. nor e is a pager application,
meaning that it splits text files into pages and displays the pages one at atime. Y ou can view the next page

of afile by pressing the spacebar. Type 'h' to get help on using nor e. When you are done, you can type
'q to close thefile.

The code has 5 sections:

1. A few system libraries and the Pegasus.DAX3 library are imported. The search path is modified to include the
directory with the Pegasus Python library.

2. The name for the DAX output file is retrieved from the arguments.
3. A new ADAG object is created. Thisisthe main object to which jobs and dependencies are added.

4. Jobs and files are added. The 4 jobs in the diagram above are added and the 6 files are referenced. Arguments are
defined using strings and File objects. The input and output files are defined for each job. This is an important
step, as it allows Pegasus to track the files, and stage the data if necessary. Workflow outputs are tagged with
“transfer=true”.

5. Dependencies are added. These are shown as arrows in the diagram above. They define the parent/child
relationships between the jobs. When the workflow is executing, the order in which the jobs will be run is
determined by the dependencies between them.

Generate aDAX filenamed di anond. dax by typing:

$ ./ generate_dax. py di anond. dax
Creating ADAG ..

Addi ng preprocess job...

Adding | eft Findrange job...

Addi ng right Findrange job...

Addi ng Anal yze job...

Addi ng control flow dependencies...
Witing di anond. dax

The di anond. dax file should contain an XML representation of the diamond workflow. You can inspect it by
typing:

$ nore di anond. dax

Information Catalogs

There are three information catalogs that Pegasus uses when planning the workflow. These are the Site Catalog,
Transformation Catalog, and Replica Catal og.

The Site Catalog

The site catalog describes the sites where the workflow jobs are to be executed. Typically the sitesin the site catalog
describe remoate clusters, such as PBS clusters or Condor pools. In this tutorial we assume that you have a Personal
Condor pool running on localhost. If you are using one of the tutorial VMs this has already been setup for you.

Thesitecatalogisinsi t es. xm :
$ nore sites. xnl

<l-- The local site contains information about the subnit host -->
<l-- The arch and os keywords are used to match binaries in the transfornation catalog -->
<site handl e="local " arch="x86_64" os="LI NUX">

<!-- These are the paths on the submt host were Pegasus stores data -->
<l-- Scratch is where tenporary files go -->
<directory type="shared-scratch" path="/honme/tutorial/run">

<file-server operation="all" url="file:///honme/tutorial/run"/>
</directory>
<l-- Storage is where pegasus stores output files -->

<directory type="local -storage" path="/hone/tutorial/outputs">
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<file-server operation="all" url="file:///hone/tutorial/outputs"/>
</directory>

<l-- This profile tells Pegasus where to find the user's private key for SCP transfers -->
<profil e namespace="env" key="SSH PRI VATE_KEY">/ hone/tutorial/.ssh/id_rsa</profile>
</site>

There are two sites defined in the site catalog: “local” and “PegasusVM”. The “local” siteis used by Pegasusto learn
about the submit host where the workflow management system runs. The “PegasusVM” site is the personal Condor
pool running on your (virtual) machine. In this case, the local site and the PegasusVM site refer to the same machine,
but they are logically separate as far as Pegasusis concerned.

The local site is configured with a “storage” file system that is mounted on the submit host (indicated by the file://
URL). Thisfile system is where the output data from the workflow will be stored. When the workflow is planned we
will tell Pegasus that the output siteis“local”.

The PegasusVM siteis configured with a“ scratch” file system accessible via SCP (indicated by the scp:// URL). This
file system is where the working directory will be created. When we plan the workflow we will tell Pegasus that the
execution siteis“ PegasusVM”.

The local site also has an environment variable called SSH_PRIVATE_KEY that tells Pegasus where to find the
private key to use for SCP transfers. If you are running this tutorial on your own machine you will need to set up
a passwordless ssh key and add it to authorized_keys. If you are using the tutorial VM this has already been set up
for you.

Pegasus supports many different file transfer protocols. In this case the site catalog is set up so that input and output
files are transferred to/from the PegasusVM site using SCP. Since both the local site and the PegasusVM site are
actually the same machine, this configuration will just SCP files to/from localhost, which is just a complicated way
to copy thefiles.

Finaly, the PegasusVM site is configured with two profiles that tell Pegasus that it is a plain Condor pool. Pegasus
supports many ways of submitting tasks to aremote cluster. In this configuration it will submit vanilla Condor jobs.

The Transformation Catalog

The transformation catalog describes all of the executables (called “transformations’) used by the workflow. This
description includes the site(s) where they are located, the architecture and operating system they are compiled for,
and any other information required to properly transfer them to the execution site and run them.

For thistutorial, the transformation catalog isin thefilet c. dat :

$ nore tc.dat

# This is the transfornation catalog. It lists infornation about each of the
# execut ables that are used by the workfl ow

tr preprocess {
site PegasusVM {
pfn "/home/tutorial/bin/preprocess"
arch "x86_64"
os "linux"
type "I NSTALLED

Thet c. dat file contains information about three transformations:. preprocess, findrange, and analyze. These three
transformationsarereferenced in thediamond DA X. Thetransformation catal og indicatesthat all threetransformations
areinstalled on the PegasusVM site, and are compiled for x86_64 Linux.

The actual executable files are located in the bi n directory. All three executables are actually symlinked to the same
Python script. This script isjust an example transformation that sleeps for 30 seconds, and then writes its own name
and the contents of all itsinput filesto all of its output files.
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The Replica Catalog

Thefinal catalogisthe ReplicaCatal og. Thiscatal og tells Pegasuswhereto find each of theinput filesfor theworkflow.

All files in a Pegasus workflow are referred to in the DAX using their Logical File Name (LFN). These LFNs are
mapped to Physical File Names (PFNs) when Pegasus plans the workflow. This level of indirection enables Pegasus
to map abstract DAXes to different execution sites and plan out the required file transfers automatically.

The Replica Catalog for the diamond workflow isinther c. dat file:

$ nore rc. dat
# This is the replica catalog. It lists information about each of the
# input files used by the workfl ow

# The format is:
# LFN PFN site="SI TE"

f.a file:///honme/tutorial/input/f.a site="l ocal "

This replica catalog contains only one entry for the diamond workflow’s only input file. This entry has an LFN of
“f.a with a PFN of “file:///home/tutorial/input/f.a" and the file is stored on the local site, which implies that it will
need to be transferred to the PegasusVM site when the workflow runs. The Replica Catalog uses the keyword "pool”
to refer to the site. Don't be confused by this: the value of the pool variable should be the name of the site where the
fileislocated from the Site Catalog.

Configuring Pegasus

In addition to the information catalogs, Pegasus takes a configuration file that specifies settings that control how it
plans the workflow.

For the diamond workflow, the Pegasus configuration fileisrelatively simple. It only contains settingsto help Pegasus
find the information catal ogs. These settings areinthe pegasus. conf file:

$ nore pegasus. conf

# This tells Pegasus where to find the Site Catal og

pegasus. cat al og. si t e=XM.3

pegasus. catal og.site.fil e=sites.xnl

# This tells Pegasus where to find the Replica Catal og

pegasus. catal og. replica=File

pegasus. catal og. replica.file=rc. dat

# This tells Pegasus where to find the Transfornati on Catal og

pegasus. cat al og. t r ansf or mat i on=Text
pegasus. catal og. transformation. fil e=tc. dat

Planning the Workflow

The planning stageiswhere Pegasus mapsthe abstract DA X to one or more execution sites. The planning step includes:
Adding ajob to create the remote working directory
Adding stage-in jobs to transfer input data to the remote working directory
Adding cleanup jobs to remove data from the remote working directory when it is no longer needed

1
2.
3.
4. Adding stage-out jobs to transfer data to the final output location asit is generated
5. Adding registration jobs to register the datain areplica catalog

6.

Task clustering to combine several short-running jobsinto asingle, longer-running job. Thisis done to make short-
running jobs more efficient.

7. Adding wrappersto the jobs to collect provenance information so that statistics and plots can be created when the
workflow is finished

Thepegasus- pl an command isused to plan aworkflow. Thiscommand takes quite afew arguments, so we created
apl an_dax. sh wrapper script that has al of the arguments required for the diamond workflow:
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$ nore plan_dax. sh

The script invokes the pegasus- pl an command with arguments for the configuration file (- - conf ), the DAX
file (- d), the submit directory (- - di r ), the execution site (- - si t es), the output site (- 0) and two extra arguments
that prevent Pegasus from removing any jobs from the workflow (- - f or ce) and that prevent Pegasus from adding
cleanup jobs to the workflow (- - nocl eanup).

Top plan the diamond workflow invoke the pl an_dax. sh script with the path to the DAX file:

$ ./plan_dax. sh di anond. dax
2012. 07.24 21:11:03. 256 EDT:

I have concretized your abstract workflow The workflow has been entered
into the workfl ow database with a state of "planned". The next step is to
start or execute your workflow. The invocation required is:

pegasus-run /honme/tutorial/submt/tutorial/pegasus/di anond/ run0001

2012. 07.24 21:11:03.257 EDT: Tinme taken to execute is 1.103 seconds

Note the line in the output that starts with pegasus- r un. That is the command that we will use to submit the
workflow. The path it containsis the path to the submit directory where al of thefiles required to submit and monitor
the workflow are stored.

Thisiswhat the diamond workflow looks like after Pegasus has finished planning the DAX:

Figure 2.2. Diamond DAG

create_dir_diamond_0_hpcc

l \
stage_in_local_hpcc_0

/

preprocess_ID00000T

Y
findrange_ID000002 findrange_|DO00003

\ l

analyze_|D000004

l

stage_out_local_hpcc_2 0

For thisworkflow the only jobs Pegasus needs to add are a directory creation job, a stage-in job (for f.a), and a stage-
out job (for f.d). No registration jobs are added because all the filesin the DAX are marked register="false", and no
cleanup jobs are added because we passed the - - nocl eanup argument to pegasus- pl an.

Submitting the Workflow

Once the workflow has been planned, the next step is to submit it to DAGMan/Condor for execution. Thisis done
using the pegasus- r un command. This command takes the path to the submit directory as an argument. Run the
command that was printed by the pl an_dax. sh script:

$ pegasus-run submit/tutorial/pegasus/di anond/ run0001

File for submtting this DAG to Condor : di anond- 0. dag. condor . sub
Log of DAGVan debuggi ng nessages : di anond- 0. dag. dagnman. out
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Log of Condor library output : di anond- 0. dag. | i b. out
Log of Condor library error nessages : dianond-0.dag.lib.err
Log of the life of condor_dagnan itself : di anond- 0. dag. dagnan. | og

Subnitting job(s).
1 job(s) submtted to cluster 19.

Your Workfl ow has been started and runs in base directory given bel ow
cd submt/tutorial/pegasus/di anmond/ run0001

*** To nmonitor the workflow you can run ***

pegasus-status -1 submit/tutorial/pegasus/di anond/ run0001

*** To renmove your workflow run ***
pegasus-renove submit/tutorial/pegasus/di anond/ run0001

Monitoring the Workflow

After the workflow has been submitted you can monitor it using the pegasus- st at us command:

$ pegasus-status submit/tutorial/pegasus/dianond/run0001
STAT | N_STATE JOB

Run 01:48 dianmpond-0

Run 00: 05 | - findrange_| DO000002

Run 00: 05 \ _findrange_| DOO00003

Summary: 3 Condor jobs total (R 3)

UNREADY  READY PRE QUEUED POST SUCCESS FAI LURE %DONE
2 0 0 3 0 3 0 37.5

Summary: 1 DAG total (Running:1)

This command shows the workflow (diamond-0) and the running jobs (in the above output it shows the two findrange
jobs). It also gives statistics on the number of jobs in each state and the percentage of the jobs in the workflow that
have finished successfully.

Usethewat ch command to continuously monitor the workflow:

$ watch pegasus-status submit/tutorial/pegasus/di anond/ run0001

Y ou should see all of the jobsin the workflow run one after the other. After afew minutes you will see:

(no matching jobs found in Condor Q

UNREADY  READY PRE QUEUED POST SUCCESS FAI LURE %DONE
0 0 0 0 0 8 0 100.0

Summary: 1 DAG total (Success:1)

That means the workflow is finished successfully. You cantypect r | - ¢ to terminate thewat ch command.

If theworkflow finished successfully you should seethe output filef . d intheout put directory. Thisfilewascreated
by the various transformations in the workflow and shows all of the executables that were invoked by the workflow:

$ nore output/f.d

/' home/ tutorial/bin/analyze:

/ home/ tutorial/bin/findrange:

/ honme/ tutori al / bi n/ preprocess:

This is the input file of the di anond workfl ow
/ home/ tutorial/bin/findrange:

/ honme/ tutori al / bi n/ preprocess:

This is the input file of the di anond workfl ow

Remember that the example transformations in this workflow just print their name to all of their output files and then
copy all of their input files to their output files.

Debugging the Workflow

In the case that one or more jobs fails, then the output of the pegasus- st at us command above will have a non-
zero value in the FAI LURE column.
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Y ou can debug thefailureusing thepegasus- anal yzer command. Thiscommand will identify the jobsthat failed
and show their output. Because the workflow succeeded, pegasus- anal yzer will only show some basic statistics
about the number of successful jobs:

$ pegasus-anal yzer subnit/tutorial /pegasus/di anmond/ run0001
pegasus-anal yzer: initializing...

****************************Summry***************************

Total jobs 7 (100.00%
# j obs succeeded 7 (100.00%
# jobs failed : 0 (0.00%
# jobs unsubmitted : 0 (0.00%

If the workflow had failed you would see something like this:

$ pegasus-anal yzer subnit/tutorial/pegasus/di anond/run0002
pegasus-anal yzer: initializing...

**************************Summry*************************************

Total jobs 7 (100.00%
# j obs succeeded 2 (28.57%
# jobs failed 1 (14.29%
# jobs unsubnmitted : 4 (57.14%

Kkkkkkkkkkkkkkkkkxk*k**Fqj | ed ] 0DS' detai | S**x*kkkkkkkkkkkkkkkkkkkkkkk*

preprocess_| DO000001

| ast state: POST_SCRI PT_FAI LED
site: PegasusVM
submt file: preprocess_I DOO0O0001. sub
output file: preprocess_I DOO00001. out. 003
error file: preprocess_| DO000001. err. 003

——————————————————————— Task #1 - Summary-----------------------------

site . PegasusVM

host name © i p-10-252-31-58. us-west - 2. conput e. i nt er nal
executable : /home/tutorial/bin/preprocess

argunent s : -i f.a -0 f.bl -0 f.b2

exitcode : -128

working dir : -
————————————— Task #1 - preprocess - |1D0000001 - stderr---------------

FATAL: The main job specification is invalid or mssing.

Inthisexample| removed thebi n/ pr epr ocess executable and re-planned/re-submitted the workflow (that iswhy
the command has run0002). The output of pegasus- anal yzer indicates that the preprocess task failed with an
error message that indicates that the executable could not be found.

Collecting Statistics

The pegasus- st ati sti cs command can be used to gather statistics about the runtime of the workflow and its
jobs. The-s al | argument tells the program to generate all statistics it knows how to calculate:

$ pegasus-statistics —s all submit/tutorial/pegasus/di anond/run0001

Pegasus Wor kfl ow Managenent System - http://pegasus.isi.edu

Wor kf | ow sunmary:
Summary of the workflow execution. It shows total
t asks/j obs/sub workflows run, how many succeeded/failed etc.
I'n case of hierarchical workflow the cal cul ation shows the
statistics across all the sub workflows.It shows the follow ng
statistics about tasks, jobs and sub workfl ows.
* Succeeded - total count of succeeded tasks/jobs/sub workfl ows.
* Failed - total count of failed tasks/jobs/sub workfl ows.
* Inconplete - total count of tasks/jobs/sub workflows that are
not in succeeded or failed state. This includes all the jobs
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that are not submitted, submitted but not conpleted etc. This
is calculated as difference between 'total' count and sum of
'succeeded' and 'failed count.

* Total - total count of tasks/jobs/sub workfl ows.

* Retries - total retry count of tasks/jobs/sub workfl ows.

* Total +Retries - total count of tasks/jobs/sub workflows executed
during workflow run. This is the cunulative of retries,
succeeded and failed count.

Wor kfl ow wal | tine:
The wall time fromthe start of the workfl ow execution to the end as
reported by the DAGVAN. I n case of rescue dag the value is the
cunul ative of all retries.

Wor kf | ow cumul ative job wall tine:
The sumof the wall tine of all jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.

Curul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

Curul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.

Wor kf | ow cumul ative job badput wall tine:
The sumof the wall tine of all failed jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.

Currul ative job badput wall time as seen fromsubnit side:
The sumof the wall tine of all failed jobs as reported by DAGVaN.
This is simlar to the regular cumul ative job badput wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.

HHHHHH S

Type Succeeded Failed |Inconplete Total Retries Total Run
Tasks 4 0 0 4 I] O 4
Jobs 7 0 0 7 || © 7
Sub Wor kf | ows 0 0 0 0 Il © 0

Wor kflow wal I tine

Wor kf Il ow cumul ative job wall tine

Cunul ative job wall tine as seen fromsubmt side
Wor kf | ow cumul ati ve job badput wall tine :
Cunul ative job badput wall tinme as seen fromsubmt side :

mns, 25 secs
mns, 0 secs
mns, 0 secs

O ONNW

Summary: submit/tutorial/pegasus/di anond/ run0001/stati stics/sumary.txt

The output of pegasus-stati sti cs contains many definitions to help users understand what al of the values
reported mean. Among these are the total wall time of the workflow, which is the time from when the workflow was
submitted until it finished, and the total cumulative job wall time, which is the sum of the runtimes of all the jobs.

The pegasus-stati sti cs command aso writes out severa reportsin the st ati sti cs subdirectory of the
workflow submit directory:

$ |'s subnit/tutorial/pegasus/di anond/ run0001/stati stics/

br eakdown. csv j obs. t xt summary. t xt tine. txt
breakdown. t xt summary-time.csv tine-per-host.csv wor kf | ow. csv
j obs. csv summary. csv tinme.csv wor Kf | ow. t xt

Thefilebr eakdown. t xt , for example, has min, max, and mean runtimes for each transformation:

$ nore submit/tutorial/pegasus/di anond/ run0001/stati stics/breakdown. t xt
# | egends

11
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# Transformation - name of the transformation.

# Count - the nunber of tinmes the invocations corresponding to

# the transformati on was executed.

# Succeeded - the count of the succeeded invocations correspondi ng

# to the transfornation.

# Fail ed - the count of the failed invocations corresponding to

# the transformation.

# M n(sec) - the mnimuminvocation runtime val ue corresponding to

# the transformation.

# Max(sec) - the maxi muminvocation runtime val ue corresponding to

# the transformation.

# Mean(sec) - the mean of the invocation runtinme corresponding to

# the transformation.

# Total (sec) - the cunul ative of invocation runtime corresponding to

# the transformation.

# alf 5ba03-aB827-4d0a- 8d59- 9941cbf bd83d (di anond)

Transf or mati on Count Succeeded Failed Mn Max Mean Tot al
anal yze 1 1 0 30.008 30.008 30.008 30.008
dagnan: : post 7 7 0 5.0 6.0 5.143 36.0
findrange 2 2 0 30.009 30.014 30.011 60.023
pegasus: : di rmanager 1 1 0 0.194 0.194 0.194 0.194
pegasus: :transfer 2 2 0 0. 248 0.411 0.33 0. 659
preprocess 1 1 0 30.025 30.025 30.025 30. 025
# Al

Transf ormati on Count Succeeded Failed Mn Max Mean Tot al
anal yze 1 30.008 30.008 30.008 30.008
dagnan: : post 7 5.0 6.0 5.143 36.0
findrange 2 30.009 30.014 30.011 60.023

0.194 0.194 0.194 0.194
0. 248 0.411 0.33 0. 659
30.025 30.025 30.025 30.025

pegasus: : di rmanager 1
pegasus: :transfer 2
preprocess 1

PR NN R
ocooooo

In this case, because the example transformation sleeps for 30 seconds, the min, mean, and max runtimes for each of
the analyze, findrange, and preprocess transformations are all close to 30.

Workflow Dashboard

Note

If you are running this tutorial through the hosted service then skip this step. To try out the workflow
dashboard use the virtual machines provided above.

The Pegasus Dashboard is aweb interface for monitoring and debugging workflows.

Note

The workflow dashboard can only monitor workflows which have been executed using Pegasus 4.2.0 and
above.

To start the Pegasus Dashboard execute the following command

$ pegasus-service --host 127.0.0.1 --port 5000

SSL is not configured: Using self-signed certificate

2015- 04- 13 16: 14: 23, 074: Pegasus. servi ce. server: 79: WARNING SSL is not configured: Using self-signed
certificate

Service not running as root: WIIl not be able to switch users

2015- 04-13 16: 14: 23, 074: Pegasus. servi ce. server: 86: WARNING Service not running as root: WIIl not be
able to switch users

By default, the dashboard server can only monitor workflows run by the current user i.e. the user who is running the
pegasus-service.

To access the workflow dashboard, in the VirtualBox VM you can launch Firefox by clicking the globe icon in the
top menu of the desktop. The home page for the dashboard is accessible at https://localhost:5000 . If you are using
EC2 you will need to replace 'localhost' with the | P address of your EC2 instance.
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The Dashboard's home page lists al workflows, which have been run by the current-user. The home page shows
the status of each of the workflow i.e. Running/Successful/Failed/Failing. The home page lists only the top level
workflows (Pegasus supports hierarchical workflows i.e. workflows within a workflow). The rows in the table are
color coded

e Green: indicates workflow finished successfully.

» Red: indicates workflow finished with afailure.

» Blue: indicates aworkflow is currently running.

¢ Gray: indicates aworkflow that was archived.
Figure 2.3. Dashboard Home Page

pegasus-dashboard o

i

Workflow Listing

Successful: 1 ~ Running: 1
‘.

" Failed: 2

M Running 1M Failed [ Successful

Show results for  all :

Workflow | Submit

Labsl ° Host ° Submit Directory s State © Submitted On -
hello_world ~ isis.isi.edu f::;‘;‘::;ﬁ;:ﬁﬁ::::ﬁﬁ:; pfﬁ;’::xa’:gap;ﬁ:‘;ggs 00700 Successful Tue, 31 Mar 2015 16:56:59
hello_world isis.isi.edu "::;:Z‘::;z;:igi /pegasu?::’:;_wﬁﬂd'zen’:g;m;;;é 50700 Running  Mon, 30 Mar 2015 17:02:28
hello_world  isis.isi.edu f:::;‘::;ﬁ;:‘;iﬁg::::’uﬁ:; pfﬁ:::zz:g;m;g;a 110700 Failed Mon, 30 Mar 2015 16:52:31
hello_world  Isiaisledy ‘Cnia/workspace/p ST L Falled Fri, 16 Jan 2015 10:22:10

world/dags/mayani/pegasus/hello_world/20150116T102210-0800

i " i Ii I Iii iiﬂii _ _ First Previous 1 Next LastJ
STAMe D INFORMATION [
QJF%%) SCIENCES s
2o L Pegho INSTITUTE USC

Copyright (©) 2015 University of Southern California

(4 pegasus-users@isi.edu

To view details specific to a workflow, the user can click on corresponding workflow label. The workflow details
page lists workflow specific information like workflow label, workflow status, location of the submit directory, etc.
The details page also displays pie charts showing the distribution of jobs based on status.

In addition, the details page displays atab listing all sub-workflows and their statuses. Additional tabs exist which list
information for all running, failed, successful, and failing jobs.

The information displayed for ajob depends on it's status. For example, the failed jobs tab displays the job name, exit
code, links to available standard output, and standard error contents.
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Fimaiiwr AN A NadkhhAaac A VWAl flAves PDAaaA

pegasus-dashboard ©)

’V@ Workflow

Workflow Details orz66372-2798-416d-a48d-16c944 70d3ed [T

Label hello_world
Type root-wf
Progress Successful
Submit Host isis.isl.edu
User mayani
Submit Directory i} /data/workspace/pegasus/share/pegasus/examples/hello-world/dags/mayani/pegasus/hello_world/20150...
DAGMan Out File & hello_world-0.dag.dagman.out
Wall Time 2 mins 13 secs
Cumulative Wall Time 16 secs
Job Status (Entire Workflow) Job Status (Per Workflow)

Unsubmitted: 0

Failed: 0

Jobs: 0
Workflows: 0
Total: 0

Jobs: 14
Suceessful: 14 Workflows: 0
Total: 14
Il uUnsubmitted Il Failed Il Successful M Running M Failed [ Successful

Charts Statistics

- |
Job Name = Time Taken <
clean_up_local_level_3_0 5
clean_up_local_level_4_0 0 secs
clean_up_local_level_4_1 5 secs
clean_up_local_level_5_0 0 secs
cleanup_hello_world_0_local 0 secs
create_dir_hello_world_0_local 0 secs
helle_ID0O000001 5 secs
stage_in_local_local_0_0 0 secs
stage_in_local_local_0_1 5 secs
stage_in_local_local_1_0 0 secs

STAMPEDE

L

Copyright (©) 2015 University of Southern California

] pegasus-users@isi.edu
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To view details specific to a job the user can click on the corresponding job's job label. The job details page lists
information relevant to a specific job. For example, the page lists information like job name, exit code, run time, etc.

The job instance section of the job details page lists all attempts made to run the job i.e. if ajob failed in its first
attempt due to transient errors, but ran successfully when retried, the job instance section shows two entries; one for
each attempt to run the job.

Thejob details page a so showstab'sfor failed, and successful task invocations (Pegasus allows usersto group multiple
smaller task'sinto asingle jobi.e. ajob may consist of one or more tasks)
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Figure 2.5. Dashboard Job Description Page

pegasus-dashboard

7N/ Workilow / Job

Job Details
Label hello_ID0000001
Type Compute
Exit Code 0
Stdout Preview Preview
Stdout File & hello_ID0000001.0ut.000
Stderr Preview Preview
Stderr File & hello_ID0000001 .err.000
Condor Submit File & hello_ID000000 .sub
Site condorpool
Host 128.9.72.154 > isis.isi.edu
Job States
Submit Tue Mar 31, 2015 04:57:50 PM ( 0 secs )
Execute Tue Mar 31, 2015 04:58:05 PM ( 15 secs )
Image Size Tue Mar 31, 2015 04:58:10 PM ( 5 secs )

Job Terminated

Tue Mar 31, 2015 04:58:10 PM ( 0 secs )

Job Success Tue Mar 31, 2015 04:58:10 PM ( 0 secs )
Post Script Started Tue Mar 31, 2015 04:58:10 PM ( 0 secs )
Post Script Terminated Tue Mar 31, 2015 04:58:15 PM ( 5 secs )
Post Script Success Tue Mar 31, 2015 04:58:15 PM ( 0 secs )
Job Instances
L1023
Try = Job Instance ID 3 Exitcode < Stdout < Stderr 3
1 6 0 Preview Preview

Job Invocations

Failed Successful

No failed invocations.

AL NN INFORMATION o
“FTY A0 A ©USC

e [

Copyright (©) 2015 University of Southern California

pegasus-users@isi.edu

Thetask invocation detail s page providestask specific information like task name, exit code, duration etc. Task details
differ from job details, as they are more granular in nature.
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Figure 2.6. Dashboard I nvocation Page

pegasus-dashboard

Y/ Workflow / Job / Task Details

Task Details
Task Label 120000001
Transformation hello_world::hello:1.0

Executable private/var/condor/execute/dir_424/hello_world-hello-1.0
Arguments None
Exit Code 0
Start Time Tue, 31 Mar 2015 16:58:04

Remote Duration 5 secs

Remote CPU Time 0 secs

SETIISY INFORMATION
=SSN S CIENCES
S0 S " INSTITUTE

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu

The dashboard al so has web pages for workflow statistics and workflow charts, which graphically rendersinformation
provided by the pegasus-statistics and pegasus-plots command respectively.

The Statistics page shows the following statistics.
1. Workflow level statistics
2. Job breakdown statistics

3. Job specific statistics
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Figure 2.7. Dashboard Statistics Page

pegasus-dashboard

y@ Workflow / Statistics

Statistics

Workflow Wall Time 2 mins 13 secs
Workflow Cumulative Job Wall Time 16 secs
Cumulative Job Walltime as seen from Submit Side 20 secs
Workflow Retries 0
~ Workflow Statistics
Type Succeeded Failed Incomplete Total Retries Total + Retries
Tasks 2 0 0 2 0 2
Jobs 14 0 0 14 0 14
Sub Workflows 0 0 0 0 0 0
Entire Workflow
Type Succeeded Failed Incomplete Total Retries Total + Retries
Tasks 2 0 0 2 0 2
Jobs 14 0 0 14 0 14
Sub Workflows 0 0 0 0 0 0

+ Job Breakdown Statistics

+ Job Statistics

STAMPEDE INFO
0. L INS

Pegos

Copyright (©) 2015 University of Southern California

4 pegasus-users@isi.edu

The Charts page shows the following charts.
1. Job Distribution by Count/Time

2. Time Chart by Job/Invocation

3. Workflow Execution Gantt Chart

The chart below shows the invocation distribution by count or time.
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Figure 2.8. Dashboard Plots - Job Distribution

pegasus-dashboard

y@ Workflow / Charts

Charts

| Job Distribution

Invocation Distribution by Count

pegasusitransfer: 6 .

~ dagman:post: 12

pegasuszdirmanager: 1 »

pegasusicleanup:

hello_worldzworld:1.0: 1 " hello_worldzhello:1.0: 1

Il dagmanzpost Il hello_world:hello:1.0 Il hello_world:world:1.0 Il pegasus:cleanup

I pegasus:dirmanager Il pegasus:transfer

* Time Chart

* Gantt Chart

ST Aiie iDL INFORMATION [
EFF% 7% SCIENCES [l
Lo L4 INSTITUTE USC

begasuy

Copyright ©) 2015 University of Southern California

4 pegasus-users@isi.edu

The time chart shown below shows the number of jobs/invocations in the workflow and their total runtime
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Figure 2.9. Dashboard Plots - Time Chart

pegasus-dashboard

y@ Workflow / Charts

Charts

* Job Distribution

| Time Chart

Time Chart by Jobs

40

30

Runtime (secs)
N
5

2015-03-31 16

Il Runtime [l Count

By Jobs By Invocations

* Gantt Chart

STAMPEDE

L= Pegor

Copyright (©) 2015 University of Southern California

4 pegasus-users@isi.edu

The workflow gantt chart lays out the execution of the jobs in the workflow over time.

wnoe)
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Figure 2.10. Dashboard Plots - Workflow Gantt Chart

pegasus-dashboard o)

/ﬁ Workflow / Charts

Charts

* Job Distribution
* Time Chart

Gantt Chart

Workflow Execution Gantt Chart

stage_worker_local_hello_world_0_local [l

stage_in_local_local_0_1

stage_in_local_local_0_0

stage_in_local_local_1_0
clean_up_local_level_3_0

stage_out_remote_local 0_0

world_ID0000002

clean_up_local_level_4_1

stage_out_remote_local_1_0

clean_up_local_level_4_0

clean_up.ocalIowl5.0 - |

cleanup_hello_world_0_local -

0 10 20 30 40 50 60 70 80 a0 100 110 120 130
Timeline (Seconds)

sTAMEED INFORMATION [
CFTY A0 RaEAd ©USC

]
s NS

Copyright ©) 2015 University of Southern California

(4 pegasus-users@isi.edu

Conclusion

Congratulations! Y ou have completed the tutorial.

If you used Amazon EC2 for thistutorial make sureto terminate your VM. Refer to the appendix for more information
about how to do this.

Refer to the other chaptersin this guide for more information about creating, planning, and executing workflows with

Pegasus.

Please contact the Pegasus Users Mailing list at <pegasus- user s@ si . edu> if you need help.
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Chapter 3. Installation

Prerequisites

Pegasus has afew dependencies:
¢ Java 1.6 or higher. Check with:

# java -version

java version "1.6.0_07"

Java(TM 2 Runtinme Environnment, Standard Edition (build 1.6.0_07-164)
Java Hot Spot(TM dient VM (build 1.6.0_07-87, m xed node, sharing)

e Python 2.4 or higher. Check with:

# python -v
Python 2.6.2

Note

Non-standard Python installation: Built-in Python installations may lead to a malfunction of the
Pegasus installation. If you get the error message below, this means that you are not using the Python
version provided by your system. To fix this, you may change your shebang to point to the Python
installed in your system.

Coul d not |ocate colum in row for colum ' dbversion.version_nunber’

e HTCondor (formerly Condor) 8.0 or higher. See http://www.cs.wisc.edu/htcondor/ for more information. Y ou
should be ableto run condor _q and condor _st at us.

Optional Software

¢ Globus5.0 or higher. Globusisonly needed if you want to run against grid sites or use GridFTP for datatransfers.
See http://www.globus.org/ for more information. Check Globus Installation

# echo $G.OBUS_LOCATI ON
/ path/to/ gl obus/install

Make sure you source the Globus environment
# GLOBUS_LOCATI QN et c/ gl obus-user-env. sh
Check the setup by running:#

# gl obus-version
5.2

0
Environment

To use Pegasus, you need to have the pegasus-* toolsin your PATH. If you have installed Pegasus from RPM/DEB
packages. the tools will be in the default PATH, in /usr/bin. If you have installed Pegasus from binary tarballs or
source, add the bin/ directory to your PATH.

Exanpl e for bourne shells:

# export PATH=/ sone/install/pegasus-4. 3.0/ bin: $PATH

Note

Pegasus 4.x is different from previous versions of Pegasusin that it does not require PEGASUS HOME to
be set or sourcing of any environtment setup scripts.
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Installation

If you want to use the DAX APIs, you might also need to set your PY THONPATH, PERL5LIB, or CLASSPATH.
The right setting can be found by using pegasus-config:
# export PYTHONPATH=" pegasus-config --python’

# export PERL5LI B="pegasus-config --perl"
# export CLASSPATH=" pegasus-config --classpath’

Native Packages (RPM/DEB)

The preferred way to install Pegasus is with native (RPM/DEB) packages. It is recommended that you also install
HTCondor (formerly Condor) (yum [http://research.cs.wisc.edu/htcondor/yum/], debian [http://research.cs.wisc.edu/
htcondor/debian/]) from native packages.

RHEL / CentOS / Scientific Linux
Add the Pegasus repository to yum downloading the Pegasus repos file and adding it to / et ¢/ yum r epos. d/ .
For RHEL 5 based systemes:

# wget -O /etc/yumrepos. d/ pegasus.repo http://downl oad. pegasus. i si . edu/ wrs/ downl oad/ r hel / 5/
pegasus. r epo

For RHEL 6 based systems:

# wget -O /etc/yumrepos. d/ pegasus.repo http://downl oad. pegasus. i si . edu/ wrs/ downl oad/ r hel / 6/
pegasus. r epo

Search for, and install Pegasus:

# yum sear ch pegasus

pegasus. x86_64 : Workfl ow managenent system for Condor, grids, and clouds
# yuminstall pegasus

Runni ng Transacti on

Installing . pegasus

Installed:
pegasus

Conpl et e!

Debian

To be ableto install and upgrade from the Pegasus apt repository, you will have to trust the repository key. Y ou only
need to add the repository key once:

# gpg --keyserver pgp.nmt.edu --recv-keys 81C2A4AC
# gpg -a --export 81C2A4AC | apt-key add -

Add the Pegasus apt repository to your / et ¢/ apt / sour ces. | i st file:
deb http://downl oad. pegasus. i si . edu/ wrs/ downl oad/ debi an wheezy main
Install Pegasus with apt-get :

# apt-get update

# apt-get install pegasus

Pegasus from Tarballs

The Pegasus prebuild tarballs can be downloaded from the Pegasus Download Page [http://pegasus.isi.edu/
downloads].

Usethese tarballs if you aready have HTCondor installed or prefer to keep the HTCondor installation separate from
the Pegasus installation.

¢ Untar the tarball
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Installation

# tar zxf pegasus-*.tar.gz
* include the Pegasus bin directory in your PATH

# export PATH=/ pat h/to/ pegasus-install/bin: $PATH
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Chapter 4. Creating Workflows
Abstract Workflows (DAX)

The DAX is a description of an abstract workflow in XML format that is used as the primary input into Pegasus.
The DAX schema is described in dax-3.4.xsd [http://pegasus.isi.edu/wms/docs/schemas/dax-3.4/dax-3.4.xsd] The
documentation of the schemaand its elements can be found in dax-3.4.html [http://pegasus.isi.edu/wms/docs/schemas/
dax-3.4/dax-3.4.html].

A DAX can be created by al users with the DAX generating API in Java, Perl, or Python format

Note
We highly recommend using the DAX API.

Advanced users who can read XML schema definitions can generate a DAX directly from a script
The sample workflow below incorporates some of the elementary graph structures used in all abstract workflows.
« fan-out, scatter, and diverge all describe the fact that multiple siblings are dependent on fewer parents.
The example shows how the Job 2 and 3 nodes depend on Job 1 node.
« fan-in, gather, join, and conver ge describe how multiple siblings are merged into fewer dependent child nodes.
The example shows how the Job 4 node depends on both Job 2 and Job 3 nodes.
« serial execution implies that nodes are dependent on one another, like pearls on a string.

« parallel execution implies that nodes can be executed in parallel
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Creating Workflows

Figure 4.1. Sample Workflow

Required
Input
£

Job 2

findrange findrange

The example diamond workflow consists of four nodes representing jobs, and are linked by six files.

* Required input files must be registered with the Replica catalog in order for Pegasusto find it and integrate it into
the workflow.

» Leaf filesareaproduct or output of aworkflow. Output files can be collected at alocation.

¢ The remaining files all have lines leading to them and originating from them. These files are products of some
job steps (lines leading to them), and consumed by other job steps (lines leading out of them). Often, these files
represent intermediary results that can be cleaned.

There are two main ways of generating DAX's
1. Using aDAX generating API in Java, Perl or Python.
Note: We recommend this option.
2. Generating XML directly from your script.
Note: This option should only be considered by advanced users who can also read XML schema definitions.

One example for aDAX representing the example workflow can look like the following:

<?xm version="1.0" encodi ng="UTF-8"?>
<!-- generated: 2010-11-22T22:55:08Z -->
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<adag xm ns="http://pegasus.isi.edu/ schema/ DAX"

xm ns: xsi ="http://ww. w3. org/ 2001/ XM-Schera- i nst ance"

xsi : schemaLocati on="http:// pegasus.isi.edu/ schema/ DAX http://pegasus.i si.edu/ schema/
dax- 3. 2. xsd"

ver si on="3. 2" nane="di anond" index="0" count="1">

<l-- part 2: definition of all jobs (at |east one) -->
<j ob namespace="di anbnd" nane="preprocess" version="2.0" id="1D000001">
<argument >-a preprocess -T60 -i <file name="f.a" /> -0 <file name="f.bl" /> <file nanme="f.b2" /
></ ar gunent >
<uses nane="f.b2" |ink="output" register="false" transfer="false" />
<uses nane="f.bl" |ink="output" register="false" transfer="false" />
<uses nane="f.a" |ink="input" />
</j ob>
<j ob namespace="di anond" nane="fi ndrange" version="2.0" id="1D000002">
<argument>-a findrange -T60 -i <file nane="f.bl" /> -0 <file nane="f.cl" /></argunent>
<uses nane="f.bl" |ink="input" register="false" transfer="fal se" />
<uses nane="f.cl" |link="output" register="false" transfer="false" />
</j ob>
<j ob namespace="di anond" nane="findrange" version="2.0" id="1D000003">
<argument>-a findrange -T60 -i <file nane="f.b2" /> -0 <file nane="f.c2" /></argunent>
<uses nane="f.c2" |link="output" register="false" transfer="false" />
<uses nane="f.b2" |ink="input" register="false" transfer="fal se" />
</j ob>
<j ob namespace="di anond" nane="anal yze" version="2.0" id="1D000004">
<argument>-a anal yze -T60 -i <file name="f.cl" /> <file nane="f.c2" /> -0 <file nane="f.d" /></
ar gunent >
<uses nane="f.c2" |link="input" register="false" transfer="fal se" />
<uses nane="f.d" |ink="output" register="false" transfer="true" />
<uses nane="f.cl" link="input" register="false" transfer="fal se" />
</j ob>
<l-- part 3: list of control-flow dependencies -->

<child ref="1D000002">
<parent ref="1D000001" />

</ child>

<child ref="1D000003" >
<parent ref="1D000001" />

</ child>

<child ref="1D000004" >
<parent ref="1D000002" />
<parent ref="1D000003" />

</ child>

</ adag>

The example workflow representation in form of a DAX requires external catalogs, such as transformation catalog
(TC) to resolve the logical job hames (such as diamond::preprocess:2.0), and a replica catalog (RC) to resolve the
input filef . a. The above workflow defines the four jobsjust like the example picture, and the files that flow between
the jobs. The intermediary files are neither registered nor staged out, and can be considered transient. Only the final
result filef . d is staged out.

Data Discovery (Replica Catalog)

File

The Replica Catalog keeps mappings of logical file ids/names (LFN's) to physical file ids/names (PFN's). A single
LFN can map to several PFN's. A PFN consists of a URL with protocol, host and port information and a path to afile.
Along with the PFN one can also store additional key/value attributes to be associated with a PFN.

Pegasus supports the following implementations of the Replica Catal og.
. File(Default)

Regex

. Directory

. Database via JDBC

o O~ W N P

. MRC

In thismode, Pegasus queries afile based replica catalog. Thefileformat isasimple multicolumn format. It is neither
transactionally safe, nor advised to use for production purposesin any way. Multiple concurrent instanceswill conflict
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Regex

with each other. The site attribute should be specified whenever possible. The attribute key for the site attribute is
" poolll i

LFN PFN
LFN PFN a=b [..]

LFN PFN a="b" [..]

"LEN W LWS" "PFN w LWS" [..]

The LFN may or may not be quoted. If it contains linear whitespace, quotes, backslash or an equal sign, it must be
quoted and escaped. The same conditions apply for the PFN. The attribute key-value pairs are separated by an equality
sign without any whitespaces. The value may be quoted. The LFN sentiments about quoting apply.

The file mode is the Default mode. In order to use the File mode you have to set the following properties
1. pegasus.catalog.replica=File

2. pegasus.catalog.replicafile=<path to the replica catalog file>

In this mode, Pegasus queries afile based replica catalog. Thefileformat isasimple multicolumn format. It is neither
transactionally safe purposesin any way. Multiple concurrent instanceswill conflict with each other. The site attribute
should be specified whenever possible. The attribute key for the site attribute is" pool" .

In addition users can specifiy regular expression based LFN's. A regular expression based entry should be qualified
with an attribute named 'regex'. The attribute regex when set to true identifies the catalog entry asaregular expression
based entry. Regular expressions should follow Java regular expression syntax.

For example, consider areplica catalog as shown below.

Entry 1 refers to an entry which does not use a regular expressions. This entry would only match afile named 'f.a,
and nothing else.

Entry 2 referes to an entry which uses a regular expression. In this entry f.a referes to files having name as f<any-
character>ai.e. fag, f.a, fOa, etc.

#1

f.a file:///Volunes/datal/input/f.a site="local"

#2

f.a file:///Volunes/data/input/f.a site="local" regex="true"

Regular expression based entries al so support substitutions. For example, consider the regular expression based entry
shown below.

Entry 3 will match files with name a pha.csv, apha.txt, alphaxml. In addition, values matched in the expression can
be used to generate a PFN.

For the entry below if the file being looked up is alpha.csv, the PFN for the file would be generated asfile:///V olumes/
data/input/csv/apha.csv. Similary if the file being lookedup was alpha.csv, the PFN for the file would be generated
as file:///V olumes/data/input/xml/alpha.xml i.e. The section [0], [1] will be replaced. Section [0] refers to the entire
string i.e. alpha.csv. Section [1] refersto apartial match in theinput i.e. csv, or txt, or xml. Users can utilize as many
sections as they wish.

#3
al pha\. (csv|txt|xm ) file:///Volunes/data/input/[1]/[0] site="local" regex="true"

In case of a LFN name matching multiple entries in the file, the implementation picks up the first matching regex as
it appearsin thefile. If you want to specify adefault location for all LFN'sthat don't match any regex expression, you
can have this entry asthe last entry in your file.

#4 all unmatched LFN s reside in the same input directory.

Lx file:///Volumes/datal/input/[0] site="local" regex="true"
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Directory

In this mode, Pegasus does adirectory listing on an input directory to create the LFN to PFN mappings. The directory
listing is performed recursively, resulting in deep L FN mappings. For example, if aninput directory $input is specified
with the following structure

$i nput

$input/f.1

$input/f.2

$i nput / D1

$i nput/D1/f.3

Pegasus will create the mappings the following LFN PFN mappings internally

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
D1/f.3 file://$input/Dl/f.3 site="local"

Users can optionally specify additional properties to configure the behavior of thisimplementation.
1. pegasus.catalog.replica.directory.site to specify a site attribute other than local to associate with the mappings.

2. pegasus.catalog.replica.directory.flat.Ifn to specify whether you want deep LFN's to be constructed or not. If not
specified, value defaults to falsei.e. deep Ifn's are constructed for the mappings.

3. pegasus.catalog.replica.directory.url.prefix to associate aURL prefix for the PFN's constructed. If not specified,
the URL defaults to file://

Tip

pegasus-plan has --input-dir option that can be used to specify an input directory on the command line.
This allows you to specify a separate replica catal og to catalog the locations of output files.

JDBCRC

In this mode, Pegasus queries a SQL based replica catalog that is accessed via JDBC. To create the schema for
JDBCRC use the pegasus-db-admin command line tool.

Note

A siteattribute was added to the SQL schemaasauniquekey for 4.4. To update an existing database schema,
use pegasus-db-admin tool.

Figure 4.2. Schema I mage of the JDBCRC.

~ | re_lfn v
~ | re_attr v
id BIGINT{20)
I id BIGINT{20)
» fn VARCHAR[245)
H ] name YARCHAR[E4)
» pfn VARCHAR([245)
_ » value VARCHAR(255)
site VARCHAR([245) =
-

To use JIDBCRC, the user additionally needs to set the following properties

1. pegasus.catalog.replica JDBCRC
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MRC

2. pegasus.catalog.replica.db.driver mysgl | sglite

3. pegasus.catalog.replica.db.url=<j dbc url to the database> e.g jdbc:nysql://database-
host . i si . edu/ dat abase-nanme | jdbc:sqglite:/shared/jdbcrc. db

4. pegasus.catalog.replica.db.user=<dat abase user>
5. pegasus.catalog.replica.db.password=<dat abase passwor d>

Users can use the command line client pegasus-rc-client to interface to query, insert and remove entries from the
JDBCRC backend. Starting 4.5 release, there is also support for sglite databases. Specify the jdbc url to refer to a
sglite database .

In this mode, Pegasus queries multiple replica catal ogs to discover the file locations on the grid.
Touseit set

1. pegasus.catalog.replica=MRC

Each associated replica catalog can be configured via properties as follows.

The user associates avariable name referred to as [value] for each of the catal ogs, where [value] isany legal identifier
(concretely [A-Za-Z][_A-Za-z0-9]*) For each associated replica catal ogs the user specifies the following properties

« pegasus.catalog.replica.mrc.[value] - specifies the type of replica catalog.

* pegasus.catalog.replica.mrc.[value].key - specifies a property name key for a particular catalog
For example, to query aFile catalog and JDBCRC at the same time specify the following:

* pegasus.catalog.replica.mrc.jdbcrc=JDBCRC

¢ pegasus.catalog.replicamrc.jdbcrcurl=<j dbc url >

« pegasus.catalog.replicamrc.filel=File

» pegasus.catalog.replica.mrc.filel.url=<path to file based replica catalog>

In the above example, jdbcrc and filel are any valid identifier names and url is the property key that needed to be
specified.

Replica Catalog Client pegasus-rc-client

The client used to interact with the Replica Catal ogs is pegasus-rc-client. The implementation that the client talks to
is configured using Pegasus properties.
Lets assume we create afile f.ain your home directory as shown below.

$ date > $HOME/ f. a

We now need to register thisfilein the Filereplicacatalog located in $HOM E/r ¢ using the pegasus-rc-client. Replace
the gsiftp://url with the appropriate parameters for your grid site.

$ pegasus-rc-client -Dpegasus.catalog.replica=File -Dpegasus.catalog.replica.file=$HOVE/rc insert \
f.a gsiftp://sonehost:port/path/to/file/f.a site=local

You may first want to verify that the file registeration is in the replica catalog. Since we are using a File catalog we
can look at the file SHOME/rc to view entries.

$ cat $HOVE/rc

# file-based replica catal og: 2010-11-10T17:52: 53. 405- 07: 00
f.a gsiftp://somehost:port/path/to/filel/f.a site=local

The above line shows that entry for file f.a was made correctly.
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Y ou can also use the pegasus-r c-client to look for entries.

$ pegasus-rc-client -Dpegasus.catalog.replica=File -Dpegasus.catal og.replica.file=$HOVE/ rc | ookup
LFN f. a

f.a gsiftp://somehost:port/path/to/file/f.a site=local

Resource Discovery (Site Catalog)

XML4

The Site Catalog describes the compute resources (which are often clusters) that we intend to run the workflow
upon. A siteis ahomogeneous part of acluster that has at least a single GRAM gatekeeper with ajobmanager-fork
andjobmanager-<scheduler> interface and at least one gridftp server along with a shared file system. The GRAM
gatekeeper can be either WS GRAM or Pre-WS GRAM . A site can also be a condor pool or glidein pool with a shared
file system.

The Site Catalog can be described as an XML . Pegasus currently supports two schemas for the Site Catal og:

1. XML 4(Default) Corresponds to the schema described here [http://pegasus.isi.edu/wms/docs/schemas/sc-4.0/
sc-4.0.html].

2. XML 3(Deprecated) Corresponds to the schema described here [http://pegasus.isi.edu/wmg/docs/schemas/sc-3.0/
sc-3.0.html]

Thisis the default format for Pegasus 4.2. This format allows defining filesystem of shared as well aslocal type on
the head node of the remote cluster as well as on the backend nodes

Figure 4.3. Schema Image of the Site Catalog XM L4
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Below is an example of the XML4 site catalog

<?xm version="1.0" encodi ng="UTF-8"?>
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<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/

schema/ sc- 4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/tnp/workflows/scratch">
<file-server operation="all" url="file:///tnmp/workflows/scratch"/>
</directory>
<directory type="l ocal -storage" path="/tnp/workfl ows/ out puts">
<file-server operation="all" url="file:///tnp/workfl ows/outputs"/>
</directory>
</site>

<site handl e="condor_pool" arch="x86_64" os="LI NUX">
<grid type="gt5" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS"

j obtype="auxillary"/>

<grid type="gt5" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS" jobtype="conpute"/>
<directory type="shared-scratch" path="/lustre">
<file-server operation="all" url="gsiftp://smarty.isi.edu/lustre"/>
</directory>
<replica-catal og type="LRC' url="rlsn://smarty.isi.edu"/>
</site>

<site handl e="staging_site" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/data">
<file-server operation="put" url="scp://obelix.isi.edu/data"/>
<file-server operation="get" url="http://obelix.isi.edu/data"/>
</directory>
</site>

</ sitecatal og>

Described below are some of the entriesin the site catalog.

1.
2.

site- A siteidentifier.

Directory - Info about filesystems Pegasus can use for storing temporary and long-term files. There are severd
configurations:

« shared-scratch - This describe a scratch file systems. Pegasus will use this to store intermediate data between
jobs and other temporary files.

« local-storage- Thisdescribesthe storage file systems (long term). Thisisthe directory Pegasuswill stage output
filesto.

« local-scratch - This describe the scratch file systems available locally on a compute node. This parameter is not
commonly used and can be left unset in most cases.

For each of the directories, you can specify access methods. Allowed methods are put, get, and all which means
both put and get. For each mehod, specify a URL including the protocol. For example, if you want share data via
http using the /var/www/staging directory, you can use scp://hostname/var/www for the put element and http://
hostname/staging for the get element.

. arch,os,0srelease,osversion, glibc - The arch/os/osrelease/osversion/glibc of the site. OSRELEASE,

OSVERSION and GLIBC are optiona
ARCH can have one of the following values X86, X86_64, SPARCV7, SPARCV9, AlX, PPC.

OS can have one of thefollowing valuesLINUX,SUNOS,MACOSX. Thedefault valuefor sysinfoif none specified
isX86::LINUX

. replica-catalog - URL for alocal replicacatalog (LRC) to register your filesin. Only used for RLS implementation

of the RC. Thisisoptional and support for RLS has been dropped in Pegasus 4.5.0 release.

. Profiles - One or many profiles can be attached to a pool.

One example is the environments to be set on a remote pool.
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To use this site catal og the follow properties need to be set:

1. pegasus.catalog.sitefile=<path to the site catalog file>

XML3
Warning

Thisformat is now deprecated in favor of the XML4 format. If you are still using the File format you should
convert it to XML4 format using the client pegasus-sc-converter

Thisis the default format for Pegasus 3.0. This format allows defining filesystem of shared as well aslocal type on
the head node of the remote cluster as well as on the backend nodes

Figure 4.4. Schema Image of the Site Catalog XML 3
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Below is an example of the XML 3 site catalog

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schera- i nst ance"
xsi : schemaLocati on="http://pegasus. i si.edu/ schema/sitecatal og
http://pegasus.isi.edu/ schema/ sc-3.0.xsd" version="3.0">
<site handle="isi" arch="x86" os="LINUX" osrel ease="" osversion="" glibc="">
<grid type="gt2" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS" jobtype="auxillary"/

<grid type="gt2" contact="smarty.isi.edu/jobmanager-pbs" schedul er="PBS" jobtype="conpute"/>
<head- f s>
<scrat ch>
<shar ed>
<file-server protocol ="gsiftp" url="gsiftp://skynet-data.isi.edu"
nount - poi nt ="/ nfs/scratch01" />
<i nt ernal - rount - poi nt nount - poi nt ="/ nfs/scratch01"/>
</ shar ed>
</ scratch>
<st or age>
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<shar ed>
<file-server protocol ="gsiftp" url="gsiftp://skynet-data.isi.edu"
nount - poi nt ="/ export s/ storage0l1"/>
<i nt ernal - mount - poi nt nount - poi nt ="/ export s/ st orage01"/ >
</ shar ed>
</ st or age>
</ head- f s>
<replica-catalog type="LRC' url="rlsn://smarty.isi.edu"/>
<profil e namespace="env" key="PEGASUS HOVE" >/nfs/vdt/pegasus</profile>
<profil e namespace="env" key="CGLOBUS_LOCATI ON' >/vdt/ gl obus</profile>
</site>
</ sitecatal og>
Described below are some of the entriesin the site catal og.
1. site- A siteidentifier.

2. replica-catalog - URL for alocal replicacatalog (LRC) to register your filesin. Only used for RLSimplementation
of the RC. Thisis optional and support for RLS has been dropped in Pegasus 4.5.0.

3. File Systems - Info about filesystems mounted on the remote clusters head node or worker nodes. It has several
configurations

» head-fs/scratch - This describe the scratch file systems (temporary for execution) available on the head node
« head-fs/storage - This describes the storage file systems (long term) available on the head node

« worker-fs/scratch - This describe the scratch file systems (temporary for execution) available on the worker
node

« worker-fs/storage - This describes the storage file systems (long term) available on the worker node
Each scratch and storage entry can contain two sub entries,

« SHARED for shared file systems like NFS, LUSTRE etc.

¢ LOCAL for local file systems (loca to the node/machine)

Each of the filesystems are defined by used a file-server element. Protocol defines the protocol uses to access the
files, URL defines the url prefix to obtain the files from and mount-point is the mount point exposed by the file
server.

Along with this an internal-mount-point needs to defined to access the files directly from the machine without any
file servers.

4. arch,os,0srelease,osversion, glibc - The arch/os/osrelease/osversion/glibc of the site. OSRELEASE,
OSVERSION and GLIBC are optiona

ARCH can have one of the following values X86, X86_64, SPARCV7, SPARCV9, AlX, PPC.

OS can have one of thefollowing values LINUX,SUNOS,MACOSX. Thedefault valuefor sysinfoif none specified
is X86::LINUX

5. Profiles- One or many profiles can be attached to a pool.
One example is the environments to be set on aremote pool.
To use this site catalog the follow properties need to be set:

1. pegasus.catalog.sitefile=<path to the site catalog fil e>

Site Catalog Converter pegasus-sc-converter

Pegasus 4.2 by default now parses Site Catal og format conforming to the SC schema 4.0 (XM L4) available here [http://
pegasus.isi.edu/wms/docs/schemas/sc-4.0/sc-4.0.xsd] and is explained in detail in the Catalog Properties section of
Running Workflows.
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Pegasus 4.2 comes with a pegasus-sc-converter that will convert users old site catalog (XML 3) to the XML4 format.
Sample usageis given below.

$ pegasus-sc-converter -i sanple.sites.xm -1 XM.3 -0 sanple.sites.xm 4 -O XM.4

2010. 11. 22 12: 55: 14. 169 PST: Witten out the converted file to sanple.sites.xm4
To use the converted site catal og, in the properties do the following:
1. unset pegasus.catalog.site or set pegasus.catalog.site to XML

2. point pegasus.catal og.sitefile to the converted site catalog

Executable Discovery (Transformation Cataloq)

The Transformation Catalog maps logical transformations to physical executables on the system. It also provides
additional information about the transformation asto what system they are compiled for, what profiles or environment
variables need to be set when the transformation isinvoked etc.

Pegasus currently supports two implementations of the Transformation Catalog
1. Text: A multiline text based Transformation Catalog (DEFAULT)

2. File: A ssimple multi column text based Transformation Catalog

3. Database: A database backend (MySQL or PostgreSQL) viaJDB

In this guide we will look at the format of the Multiline Text based TC.

MultiLine Text based TC (Text)

The multileline text based TC isthe new default TC in Pegasus. Thisformat allows you to define the transformations

The file is read and cached in memory. Any modifications, as adding or deleting, causes an update of the memory
and hence to the file underneath. All queries are done against the memory representation. The file sample.tc.text in
the etc directory contains an example

tr exanple::keg:1.0 {

#specify profiles that apply for all the sites for the transformation
#in each site entry the profile can be overriden

profile env "APP_HOME" "/tnp/ nyscratch”
profile env "JAVA HOVE' "/opt/javal/l.6"

site isi {
profile env "HELL0" "WORLD'
profile condor "FOO' "bar"
profile env "JAVA HOME" "/bin/java.1.6"
pfn "/path/tol keg"
arch "x86"
os "linux"
osrel ease "fc"
osversion "4"
type "I NSTALLED'

si

te wind {

profile env "CPATH' "/usr/cpath"
profile condor "universe" "condor"
pfn "file:///path/tolkeg"

arch "x86"

os "linux"

osrel ease "fc"

osversion "4"

type " STAGEABLE"
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The entriesin this catalog have the following meaning

1

tr tr - A transformation identifier. (Normally a Namespace::Name:Version.. The Namespace and Version are
optional.)

. pfn - URL or file path for the location of the executable. The pfn is a file path if the transformation is of type

INSTALLED and generally aurl (file:/// or http:// or gridftp://) if of type STAGEABLE

. site- The site identifier for the site where the transformation is available

. type - The type of transformation. Whether it is linstalled ("INSTALLED") on the remote site or is availabe to

stage ("STAGEABLE").

. arch, os, osrelease, osver sion - The arch/og/osrel ease/osversion of the transformation. osrel ease and osversion are

optional.

ARCH can have one of the following values x86, x86_64, sparcv7, sparcv9, ppc, aix. The default value for arch
isx86

OS can have one of the following values linux,sunos,macosx. The default value for OS if none specified is linux

. Profiles- Oneor many profiles can be attached to atransformation for all sitesor to atransformation on a particular

site.

To use thisformat of the Transformation Catalog you need to set the following properties

1

2.

pegasus.catalog.transfor mation=Text

pegasus.catalog.transformation.file=<path to the transformation catalog file>

Singleline Text based TC (File)

Warning

This format is now deprecated in favor of the multiline TC. If you are till using the single line TC you
should convert it to multiline using the tc-converter client.

The format of thethis TCisasfollows.

#site logicaltr physicaltr type system profil es(NS::KEY="VALUE")

sitel sys::date: 1.0 /usr/bin/date |NSTALLED I NTEL32:: LI NUX: FC4.2:3.6 ENV::PATH="/usr/
bi n"; PEGASUS_HOME="/usr /| ocal / pegasus"

The system and profile entries are optional and will use default valuesif not specified. The entries in the file format
have the following meaning:

1

2.

site- A siteidentifier.

logicaltr - The logical transformation name. The format is NAMESPACE:NAME:VERSION where
NAMESPACE and NAME are optional .

. physicaltr - The physical transformation path or URL.

If the transformation type is INSTALLED then it needs to be an absolute path to the executable. If the type is
STAGEABLE then the path needsto be aHTTP, FTP or gsiftp URL

. type - The type of transformation. Can have on of two values

¢ INSTALLED: This meansthat the transformation is installed on the remote site

¢ STAGEABLE: This means that the transformation is available as a static binary and can be staged to aremote
site.
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5. system - The system for which the transformation is compiled.

The formation of the sytem is ARCH::0S:OSVERSION:GLIBC where the GLIBC and OS VERSION are
optional. ARCH can have one of thefollowing valuesINTEL 32, INTEL64, SPARCV7, SPARCV9, Al X, AMD64.
OS can have one of the following values LINUX,SUNOS. The default value for system if none specified is
INTEL32::LINUX

6. Profiles- The profilesassociated with the transformation. For indepth information about profilesand their priorities
read the Profile Guide.

The format for profiles is NS:KEY="VALUE" where NS is the namespace of the profile eg.
Pegasus,condor,DAGMan,env,globus. The key and value can be any strings. Remember to quote the value with
double quotes. If you need to specify several profilesyou can do it in several ways

¢ NS1:KEY1="VALUELl" KEY2="VALUE2";NS2::KEY 3="VALUE3" KEY4="VALUE4"

Thisisthe most optimized form. Multiple key values for the same namespace are separated by acomma”," and
different namespaces are separated by asemicolon ;"

e NSL:KEY1="VALUE1";NS1::KEY2="VALUE2";NS2::KEY3="VALUES3";NS2::KEY4="VALUE4"
You can also just repeat the triple of NS::KEY="VALUE" separated by semicolons for asimple format;
To usethis format of the Transformation Catalog you need to set the following properties
1. pegasus.catalog.transformation=File

2. pegasus.catalog.transformation.filee<path to the transfornmation catalog fil e>

Database TC (Database)

The database TC alows you to use arelational database. To use the database TC you need to have installed aMySQL
or PostgreSQL server. The schemafor the databaseisavailablein $PEGASUS HOME/sql directory. Y ou will haveto
install the schema into either PostgreSQL or MySQL by running the appropriate commands to load the two scheams
create-XX-init.sql and create-XX-tc.sgl where XX is either my (for MySQL) or pg (for PostgreSQL)

To use the Database TC you need to set the following properties

1. pegasus.catalog.transfor mation.db.driver=MySQL | Postgres

2. pegasus.catalog.transformation.db.url=<j dbc url to the databse>
3. pegasus.catalog.transformation.db.user=<dat abase user >

4. pegasus.catalog.transfor mation.db.password=<dat abase passwor d>

TC Client pegasus-tc-client

We need to map our declared transformations (preprocess, findranage, and analyze) from the example DAX above
to asimple "mock application" name "keg" ("canonical example for the grid") which reads input files designated by
arguments, writes them back onto output files, and produces on STDOUT a summary of where and when it was run.
K eg ships with Pegasusin the bin directory. Run keg on the command line to see how it works.

$ keg -0 /dev/fd/1

Ti mest anp Today: 20040624T054607-05: 00 (1088073967.418; 0. 022)
Applicationnane: keg @10.10.0.11 (VPN

Current Workdir: /home/uni que-name

Systemenvironm : i686-Linux 2.4.18-3

Processor Info.: 1 x Pentiumlll (Coppermne) @797.425

Qut put Filenanme: /dev/fd/1l

Now we need to map all 3 transformations onto the "keg" executable. We place these mappings in our File
transformation catalog for site clusl.
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Note

In earlier version of Pegasus users had to define entries for Pegasus executables such as transfer, replica
client, dirmanager, etc on each site aswell as site "local”. Thisis no longer required. Pegasus versions 2.0
and later automatically pick up the pathsfor these binariesfrom the environment profile PEGASUS HOME
set in the site catalog for each site.

A single entry needs to be on one line. The above exampleisjust formatted for convenience.

Alternatively you can also use the pegasus-tc-client to add entriesto any implementation of the transformation catal og.
The following example shows the addiition the last entry in the File based transformation catal og.

$ pegasus-tc-client -Dpegasus.catal og.transformtion=Text \

- Dpegasus. cat al og. transformation.fil e=$HOVE/tc -a -r clusl -I black::analyze:1.0 \

-p gsiftp://clusl. conf opt/nfs/vdt/pegasus/bin/keg -t STAGEABLE -s | NTEL32::LINUX \

-e ENV: : KEY3="VALUE3"

2007.07.11 16:12:03.712 PDT: [INFCQ Added tc entry sucessfully

To verify if the entry was correctly added to the transformation catalog you can use the pegasus-tc-client to query.

$ pegasus-tc-client -Dpegasus.catal og.transformation=File \
- Dpegasus. catal og. transfornation.fil e=$HOVE/ tc -q -P -1 black::analyze:1.0

#RESI D LTX PFN TYPE SYSI NFO

clusl bl ack: : anal yze: 1.0 gsiftp://clusl. conl opt/nfs/vdt/pegasus/bin/keg
STAGEABLE I NTEL32: : LI NUX

TC Converter Client pegasus-tc-converter

Pegasus 3.0 by default now parses a file based multiline textual format of a Transformation Catalog. The new Text
format is explained in detail in the chapter on Catalogs.

Pegasus 3.0 comes with a pegasus-tc-converter that will convert users old transformation catalog ( File) to the Text
format. Sample usage is given below.

$ pegasus-tc-converter -i sanple.tc.data -1 File -o sanple.tc.text -O Text
2010. 11. 22 12:53:16. 661 PST: Successfully converted Transfornmation Catalog fromFile to Text

2010. 11. 22 12:53:16. 666 PST: The output transfomation catalog is in file /Ifsl/software/install/
pegasus/ pegasus- 3. 0. Ocvs/ et c/ sanpl e. tc. t ext

To use the converted transformation catal og, in the properties do the following:
1. unset pegasus.catal og.transformation or set pegasus.catal og.transformation to Text

2. point pegasus.catal og.transformation.file to the converted transformation catal og
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Chapter 5. Running Workflows
Executable Workflows (DAG)

The DAG is an executable (concrete) workflow that can be executed over avariety of resources. When the workflow
tasks are mapped to multiple resources that do not share a file system, explicit nodes are added to the workflow for
orchestrating data. transfer between the tasks.

When you take the DAX workflow created in Creating Workflows, and plan it for asingle remote grid execution, here
asite with handle hpcc, and plan the workflow without clean-up nodes, the following concrete workflow is built:

Figure5.1. Black Diamond DAG

create_dir_diamond_0_hpee

l \
stage_in_local_hpcc_0 |

/

preprocess_|D000001

LN

findrange_ID000002 findrange_ID0O0O0003

\ l

analyze_|D0OD0004

l

stage_out_local_hpec_2_0

Planning augmentsthe original abstract workflow with ancillary tasksto facility the proper execution of the workflow.
These tasks include:

« the creation of remote working directories. These directories typically have name that seeks to avoid conflicts with
other simultaneously running similar workflows. Such tasks use ajob prefix of creat e_di r .

« thestage-in of input files before any task which requires these files. Any file consumed by atask needsto be staged
to the task, if it does not already exist on that site. Such tasks use ajob prefix of st age_i n.If multiplefilesfrom
various sources need to be transferred, multiple stage-in jobs will be created. Additional advanced options permit
to control the size and number of these jobs, and whether multiple compute tasks can share stage-in jobs.

« theoriginal DAX job is concretized into a compute task in the DAG. Compute jobs are a concatination of the job's
name and id attribute from the DAX file.

« the stage-out of data products to a collecting site. Data products with their transfer flag set to f al se will not be
staged to the output site. However, they may still be digible for staging to other, dependent tasks. Stage-out tasks
use ajob prefix of st age_out .
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 If computejobsrun at different sites, an intermediary staging task with prefix st age_i nt er isinserted between
the compute jobs in the workflow, ensuring that the data products of the parent are available to the child job.

« theregistration of data products in areplica catalog. Data products with their register flag set to f al se will not
be registered.

« the clean-up of transient files and working directories. These steps can be omitted with the --no-cleanup option
to the planner.

The Data Management chapter details more about when and how staging nodes are inserted into the workflow.

The DAG will befound in filedi anond- 0. dag, constructed from the name and index attributes found in the root
element of the DAX file.

# PEGASUS WVB GENERATED DAG FI LE
# DAG di anond
# Index = 0, Count =1

JOB create_dir_dianond_0O_hpcc create_dir_di anond_0_hpcc. sub
SCRI PT POST create_dir_di anond_0_hpcc /opt/ pegasus/ def aul t/bi n/ pegasus-exitcode
create_dir_di anond_0_hpcc. out

JOB stage_in_|local _hpcc_0 stage_in_| ocal _hpcc_0. sub
SCRI PT POST stage_i n_| ocal _hpcc_0 /opt/pegasus/ def aul t/bi n/ pegasus- exi t code
stage_i n_| ocal _hpcc_0. out

JOB preprocess_| DO0O0001 preprocess_| DO00001. sub
SCRI PT POST preprocess_| DO00001 /opt/ pegasus/ def aul t/ bi n/ pegasus-exitcode preprocess_| DO00001. out

JOB findrange_| D0O00002 fi ndrange_| DO00002. sub
SCRI PT POST fi ndrange_| DO00002 /opt/ pegasus/ def aul t/ bi n/ pegasus-exi tcode findrange_I DO00002. out

JOB findrange_| D0O0O0003 fi ndrange_| DO00003. sub
SCRI PT POST fi ndrange_| DO0O0003 / opt/ pegasus/ def aul t/ bi n/ pegasus-exi tcode fi ndrange_I DO00003. out

JOB anal yze_| D000004 anal yze_| DO00004. sub
SCRI PT POST anal yze_| D0O00004 / opt/ pegasus/ def aul t/ bi n/ pegasus- exi t code anal yze_| D0O00004. out

JOB stage_out_| ocal _hpcc_2_0 stage_out_| ocal _hpcc_2_0. sub
SCRI PT POST stage_out _| ocal _hpcc_2_0 /opt/ pegasus/ defaul t/bi n/ pegasus-exi t code
stage_out _| ocal _hpcc_2_0. out

PARENT fi ndrange_| D0O00002 CHI LD anal yze_| D0O00004

PARENT fi ndrange_| D0O00003 CHI LD anal yze_| D0O00004

PARENT pr eprocess_| D0O00001 CHI LD fi ndrange_| DO00002

PARENT pr eprocess_| D0O00001 CHI LD fi ndrange_| DO0O0003

PARENT anal yze_| DO00004 CHI LD stage_out _| ocal _hpcc_2_0
PARENT stage_i n_|l ocal _hpcc_0 CHI LD preprocess_| DO00001
PARENT create_dir_di anond_0_hpcc CHI LD fi ndrange_| DO00002
PARENT create_dir_di anond_0_hpcc CHI LD fi ndrange_| DO0O0003
PARENT creat e_dir_di anond_0_hpcc CHI LD preprocess_| DO00001
PARENT create_dir_di anmond_0_hpcc CHI LD anal yze_| D0O00004
PARENT create_dir_di amond_0_hpcc CHI LD stage_i n_| ocal _hpcc_0

# End of DAG

The DAG file declares al jobs and links them to a Condor submit file that describes the planned, concrete job. In the
same directory as the DAG file are al Condor submit files for the jobs from the picture plus a number of additional
helper files.

The various instructions that can be put into a DAG file are described in Condor's DAGMAN documentation [http://
www.cs.wisc.edu/condor/manual/v7.5/2_10DAGMan_Applications.html].The constituents of the submit directory
are described in the "Submit Directory Details'chapter

Mapping Refinement Steps

During the mapping process, the abstract workflow undergoes a series of refinement steps that converts it to an
executable form.
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Data Reuse

The abstract workflow after parsing is optionally handed over to the Data Reuse Module. The Data Reuse Algorithm
in Pegasus attempts to prune al the nodes in the abstract workflow for which the output files exist in the Replica
Catalog. It also attempts to cascade the deletion to the parents of the deleted node for e.g if the output files for the
leaf nodes are specified, Pegasus will prune out al the workflow as the output files in which a user is interested in
already exist in the Replica Catal og.

The Data Reuse Algorithm works in two passes

First Pass - Determine all the jobs whose output files exist in the Replica Catalog. An output file with the transfer
flag set to false is treated equivalent to the file existing in the Replica Catalog , if the output file is not an input to
any of the children of the job X.

Second Pass - The agorithm removes the job whose output files exist in the Replica Catalog and tries to cascade the
deletion upwards to the parent jobs. We start the breadth first traversal of the workflow bottom up.

(It is already marked for deletion in Pass 1
oR
( ALL of it's children have been marked for deletion
AND
Node's output files have transfer flags set to fal se

)
Tip
The Data Reuse Algorithm can be disabled by passing the --for ce option to pegasus-plan.

Figure5.2. Workflow Data Reuse
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Site Selection

The abstract workflow is then handed over to the Site Selector modul e where the abstract jobsin the pruned workflow
are mapped to the various sites passed by auser. Thetarget sitesfor planning are specified on the command line using
the --sites option to pegasus-plan. If not specified, then Pegasus picks up al the sites in the Site Catalog as candidate
sites. Pegasus will map a compute job to asite only if Pegasus can

« find an INSTALLED executable on the site
¢ OR find a STAGEABLE executable that can be staged to the site as part of the workflow execution.
Pegasus supports variety of site selectors with Random being the default
* Random
The jobswill be randomly distributed among the sites that can execute them.
* RoundRobin

Thejobswill be assigned in around robin manner amongst the sites that can execute them. Since each site cannot
execute every type of job, the round robin scheduling is done per level on asorted list. The sorting ison the basis
of the number of jobs a particular site has been assigned in that level so far. If ajob cannot be run on the first
sitein the queue (due to no matching entry in the transformation catal og for the transformation referred to by the
job), it goes to the next one and so on. This implementation defaults to classic round robin in the case where all
the jobs in the workflow can run on all the sites.

e Group

Group of jobs will be assigned to the same site that can execute them. The use of the PEGASUS profile key
group in the DAX, associates ajob with a particular group. The jobs that do not have the profile key associated
with them, will be put in the default group. The jobs in the default group are handed over to the "Random" Site
Selector for scheduling.

o Heft

A version of the HEFT processor scheduling algorithm is used to schedule jobs in the workflow to multiple grid
sites. Theimplementation assumes default data communication costs when jobs are not scheduled on to the same
site. Later on this may be made more configurable.

Theruntimefor thejobsis specified in the transformation catal og by associating the pegasuspr ofilekey runtime
with the entries.

The number of processors in a site is picked up from the attribute idle-nodes associated with the vanilla
jobmanager of the site in the site catalog.

* NonJavaCallout

Pegasus will callout to an external site selector.In this mode a temporary file is prepared containing the job
information that is passed to the site selector as an argument while invoking it. The path to the site selector is
specified by setting the property pegasus.site.selector.path. The environment variables that need to be set to run
the site selector can be specified using the properties with a pegasus.site.selector.env. prefix. The temporary file
contains information about the job that needs to be scheduled. It contains key value pairs with each key value
pair being on anew line and separated by a=.

The following pairs are currently generated for the site selector temporary file that is generated in the
NonJavaCallout.

Table 5.1. Table 1: Key Value Pairs that are currently generated for the site selector
temporary filethat is generated in the NonJavaCallout.

Key Value
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version

isthe version of the site selector api,currently 2.0.

transformation

is the fully-qualified definition identifier for the
transformation (TR) namespace::name:version.

derivation is the fully qualified definition identifier for the
derivation (DV), namespace::name:version.

job.level isthe job's depth in the tree of the workflow DAG.

job.id isthejob's D, as used in the DAX file.

resource.id is a pool handle, followed by whitespace, followed
by a gridftp server. Typicaly, each gridftp server is
enumerated once, so you may have multiple occurances
of the same site. There can be multiple occurances of
thiskey.

input.Ifn is an input LFN, optionally followed by a whitespace
and file size. There can be multiple occurances of this
key,one for each input LFN required by the job.

wf.name label of the dax, as found in the DAX's root €l ement.
wf.index isthe DA X index, that isincremented for each
partition in case of deferred planning.

wf.time isthe mtime of the workflow.

wf.manager is the name of the workflow manager being used .e.g
condor

vo.name is the name of the virtual organization that is running
thisworkflow. It is currently set to NONE

Vo.group unused at present and is set to NONE.

Tip

The site selector to use for site selection can be specified by setting the property pegasus.selector .site
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Figure5.3. Workflow Site Selection

fip f.ip
f.a fa
f.d fe fd fe
Legend
Unmapped Job
f.out f.out PP
.oh Mapped to Site A
Reduced Workflow Workflow after Site .oh Mapped to Site B
Selection
O Stage-in Job

Job Clustering

After site selection, the workflow is optionally handed for to the job clustering module, which clusters jobs that are
scheduled to the same site. Clustering is usualy done on short running jobs in order to reduce the remote execution
overheads associated with ajob. Clustering is described in detail in the optimization chapter.

Tip
The job clustering is turned on by passing the --cluster option to pegasus-plan.

Addition of Data Transfer and Registration Nodes

After job clustering, the workflow is handed to the Data Transfer module that adds data stage-in , inter site and stage-
out nodes to the workflow. Data Stage-in Nodes transfer input data required by the workflow from the locations
specified in the Replica Catalog to a directory on the staging site associated with the job. The staging sitefor ajob is
the execution siteif running in a sharedfs mode, elseit is the one specified by --staging-site option to the planner. In
case, multiplelocations are specified for the same input file, the location from where to stage the dataiis sel ected using
aReplica Selector . Replica Selection is described in detail in the Replica Selection section of the Data Management
chapter. More details about staging site can be found in the data staging configuration chapter.

The process of adding the data stage-in and data stage-out nodes is handled by Transfer Refiners. All data transfer
jobs in Pegasus are executed using pegasus-transfer . The pegasus-transfer client is a python based wrapper around
varioustransfer clientslike globus-url-copy, s3cmd, irods-transfer, scp, wget, cp, In . It looks at source and destination
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url and figures out automatically which underlying client to use. pegasus-transfer is distributed with the PEGASUS
and can be found in the bin subdirectory . Pegasus Transfer Refiners are are described in the detail in the Transfers
section of the Data Management chapter. The default transfer refiner that is used in Pegasus is the BalancedCluster
Transfer Refiner, that clusters data stage-in nodes and data stage-out nodes per level of the workflow, on the basis of
certain pegasus profile keys associated with the workflow.

Figure5.4. Addition of Data Transfer Nodesto the Workflow
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Data Registration Nodes may also be added to the final executable workflow to register the location of the output files
on the final output site back in the Replica Catalog . An output file is registered in the Replica Catalog if the register
flag for the fileis set to true in the DAX.
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Figure5.5. Addition of Data Registration Nodesto the Workflow
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The data staged-in and staged-out from adirectory that is created on the head node by a create dir job in the workflow.
In the vanilla case, the directory is visible to al the worker nodes and compute jobs are launched in this directory
on the shared filesystem. In the case where there is no shared filesystem, users can turn on worker node execution,
where the data is staged from the head node directory to a directory on the worker node filesystem. This feature will
be refined further for Pegasus 3.1. To use it with Pegasus 3.0 send email to pegasus-support at isi.edu.

Tip

The replica selector to use for replica selection can be specified by setting the property
pegasus.selector.replica

Addition of Create Dir and Cleanup Jobs

After the datatransfer nodes have been added to the workflow, Pegasus adds a create dir jobsto the workflow. Pegasus
usually , creates one workflow specific directory per compute site, that is on the staging site associated with the job.
In the case of shared shared filesystem setup, it is a directory on the shared filesystem of the compute site. In case
of shared filesystem setup, this directory is visible to al the worker nodes and that is where the data is staged-in by
the data stage-in jobs.

The staging site for ajob is the execution siteif running in a sharedfs mode, else it is the one specified by --staging-
site option to the planner. More details about staging site can be found in the data staging configuration chapter.

After addition of the create dir jobs, the workflow is optionally handed to the cleanup module. The cleanup module
adds cleanup nodes to the workflow that remove data from the directory on the shared filesystem when it is no longer
required by the workflow. Thisis useful in reducing the peak storage requirements of the workflow.
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Tip
The addition of the cleanup nodes to the workflow can be disabled by passing the --nocleanup option to
pegasus-plan.

Figure 5.6. Addition of Directory Creation and File Removal Jobs
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Tip

Users can specify the maximum number of cleanup jobs added per level by specifying the property
pegasus.file.cleanup.clusters.num in the properties.

Code Generation

The last step of refinement process, is the code generation where Pegasus writes out the executable workflow in a
form understandable by the underlying workflow executor. At present Pegasus supports the following code generators

1. Condor

Thisisthedefault code generator for Pegasus . This generator generates the executable workflow asa Condor DAG
file and associated job submit files. The Condor DAG fileis passed asinput to Condor DAGMan for job execution.

2. Shell

This Code Generator generates the executable workflow as a shell script that can be executed on the submit host.
While using this code generator, all the jobs should be mapped to sitelocal i.e specify --siteslocal to pegasus-plan.
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Tip
To use the Shell code Generator set the property pegasus.code.generator Shell

3. PMC

This Code Generator generates the executabl e workflow asaPM C task workflow. Thisisuseful to run on platforms
whereit not feasible to run Condor such as the new X SEDE machines such as Blue Waters. In this mode, Pegasus
will generate the executable workflow as a PMC task workflow and a sample PBS submit script that submits this
workflow. Note that the generated PBS file needs to be manually updated before it can be submitted.

Tip

To use the Shell code Generator set the property pegasus.code.generator PMC

Figure5.7. Final Executable Wor kflow
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Data Staging Configuration

Pegasus can be broadly setup to run workflows in the following configurations

» Shared File System

This setup applies to where the head node and the worker nodes of a cluster share a filesystem. Compute jobs in
the workflow run in adirectory on the shared filesystem.

* NonShared FileSystem
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This setup appliesto where the head node and the worker nodes of a cluster don't share afilesystem. Compute jobs
in the workflow run in alocal directory on the worker node

¢ Condor Pool Without a shared filesystem
This setup applies to a condor pool where the worker nodes making up a condor pool don't share a filesystem. Al
data |0 is achieved using Condor File |O. Thisisaspecial case of the non shared filesystem setup, where instead
of using pegasus-transfer to transfer input and output data, Condor File 10 is used.

For the purposes of data configuration various sites, and directories are defined below.

1. Submit Host

The host from where the workflows are submitted . Thisiswhere Pegasus and Condor DAGMan areinstalled. This
isreferred to asthe " local" sitein the sitecatalog .

2. Compute Site

The site where the jobs mentioned in the DAX are executed. There needs to be an entry in the Site Catalog for
every compute site. The compute site is passed to pegasus-plan using --sites option

3. Staging Site
A siteto which the separate transfer jobsin the executable workflow (jobswith stage in, stage_out and stage_inter
prefixes that Pegasus adds using the transfer refiners) stage the input data to and the output data from to transfer to
the final output site. Currently, the staging site is always the compute site where the jobs execute.

4. Output Site
The output site is the fina storage site where the users want the output data from jobs to go to. The output site
is passed to pegasus-plan using the --output option. The stageout jobs in the workflow stage the data from the
staging site to the final storage site.

5. Input Site

The site where the input data is stored. The locations of the input data are catalogued in the Replica Catalog, and
the pool attribute of the locations gives us the site handle for the input site.

6. Workflow Execution Directory

Thisisthedirectory created by the create dir jobsin the executable workflow on the Staging Site. Thisisadirectory
per workflow per staging site. Currently, the Staging site is always the Compute Site.

7. Worker Node Directory

Thisisthe directory created on the worker nodes per job usually by the job wrapper that launches the job.
Y ou can specifiy the data configuration to use either in
1. properties - Specify the global property pegasus.data.configuration .

2. site catalog - Starting 4.5.0 release, you can specify pegasus profile key named data.configuration and associate
that with your compute sitesin the site catalog.

Shared File System

By default Pegasus is setup to run workflows in the shared file system setup, where the worker nodes and the head
node of a cluster share a filesystem.
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Figure5.8. Shared File System Setup
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The dataflow is asfollowsin this case

1. Stagein Job executes ( either on Submit Host or Head Node ) to stage in input data from Input Sites ( 1---n) to a
workflow specific execution directory on the shared filesystem.

2. Compute Job starts on aworker node in the workflow execution directory. Accesses the input data using Posix 10

3. Compute Job executes on the worker node and writes out output data to workflow execution directory using Posix
10

4. Stageout Job executes ( either on Submit Host or Head Node ) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

Tip
Set pegasus.data.configuration to sharedfsto run in this configuration.
Non Shared Filesystem
In this setup , Pegasus runs workflows on local file-systems of worker nodes with the the worker nodes not sharing a
filesystem. The data transfers happen between the worker node and a staging / data coordination site. The staging site
server can be afile server on the head node of a cluster or can be on a separate machine.
Setup
« compute and staging site are the different

« head node and worker nodes of compute site don't share a filesystem




Running Workflows

 Input Datais staged from remote sites.

* Remote Output Sitei.e site other than compute site. Can be submit host.

Figure5.9. Non Shared Filesystem Setup
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The dataflow is asfollowsin this case

1. Stagein Job executes ( either on Submit Host or on staging site) to stage in input data from Input Sites ( 1---n) to
aworkflow specific execution directory on the staging site.

2. Compute Job starts on aworker node in alocal execution directory. Accesses the input data using pegasus transfer
to transfer the data from the staging site to alocal directory on the worker node

3. The compute job executes in the worker node, and executes on the worker node.
4. The compute Job writes out output data to the local directory on the worker node using Posix 10
5. Output Datais pushed out to the staging site from the worker node using pegasus-transfer.

6. Stageout Job executes ( either on Submit Host or staging site) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

In this case, the compute jobs are wrapped as PegasusL ite instances.

Thismodeisespecially useful for running in the cloud environments where you don't want to setup a shared filesystem
between the worker nodes. Running in that mode is explained in detail here.

Tip

Set pegasus.data.configuration to nonsharedfs to run in this configuration. The staging site can be
specified using the --staging-site option to pegasus-plan.
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Condor Pool Without a Shared Filesystem

This setup appliesto acondor pool where the worker nodes making up acondor pool don't share afilesystem. All data
10 isachieved using Condor File IO. Thisis aspecial case of the non shared filesystem setup, where instead of using
pegasus-transfer to transfer input and output data, Condor File 1O is used.

Setup

¢ Submit Host and staging site are same

» head node and worker nodes of compute site don't share a filesystem
¢ Input Datais staged from remote sites.

* Remote Output Sitei.e site other than compute site. Can be submit host.

Figure 5.10. Condor Pool Without a Shared Filesystem
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The dataflow is asfollowsin this case

1. Stagein Job executes on the submit host to stage in input data from Input Sites ( 1---n) to a workflow specific
execution directory on the submit host

2. Compute Job starts on aworker nodein alocal execution directory. Before the compute job starts, Condor transfers
theinput datafor the job from the workflow execution directory on the submit host to the local execution directory
on the worker node.

3. The compute job executes in the worker node, and executes on the worker node.
4. The compute Job writes out output data to the local directory on the worker node using Posix 10

5. When the compute job finishes, Condor transfers the output data for the job from the local execution directory on
the worker node to the workflow execution directory on the submit host.
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6. Stageout Job executes ( either on Submit Host or staging site) to stage out output data from the workflow specific
execution directory to adirectory on the final output site.

In this case, the compute jobs are wrapped as PegasusL ite instances.

Thismodeisespecially useful for running in the cloud environments where you don't want to setup ashared filesystem
between the worker nodes. Running in that mode is explained in detail here.

Tip

Set pegasus.data.configuration to condorio to run in this configuration. In this mode, the staging site is
automatically set to site local

PegasusLite

Starting Pegasus 4.0, al compute jobs ( single or clustered jobs) that are executed in a non shared filesystem setup,
are executed using lightweight job wrapper called PegasusL ite.

Figure5.11. Workflow Running in NonShared Filesystem Setup with PegasusL itelaunching
computejobs
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When PegasusL ite starts on a remote worker node to run a compute job , it performs the following actions:

1. Discoversthe best run-time directory based on space requirements and create the directory on the local filesystem
of the worker node to execute the job.

2. Prepare the node for executing the unit of work. This involves discovering whether the pegasus worker tools are
dready installed on the node or need to be brought in.

3. Usepegasus-transfer to stagein theinput datato the runtime directory (created in step 1) on the remote worker node.

4. Launch the compute job.
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5.

6.

Use pegasus-transfer to stage out the output data to the data coordination site.

Remove the directory created in Step 1.

Pegasus-Plan

pegasus-plan isthe main executable that takesin the abstract workflow ( DAX ) and generates an executable workflow
(‘usually a Condor DAG ) by querying various catalogs and performing severa refinement steps. Before users can
run pegasus plan the following needs to be done:

1

Populate the various catalogs
a Replica Catalog

The Replica Catal og needs to be catal ogued with the locations of the input filesrequired by the workflows. This
can be done by using pegasus-rc-client (See the Replica section of Creating Workflows).

b. Transformation Catalog

The Transformation Catalog needs to be catalogued with the locations of the executables that the workflows
will use. This can be done by using pegasus-tc-client (See the Transformation section of Creating Workflows).

c. SiteCatalog

The Site Catalog needs to be catal ogued with the site layout of the various sites that the workflows can execute
on. A site catalog can be generated for OSG by using the client pegasus-sc-client (See the Site section of the
Creating Workflows).

. Configure Properties

After the catalogs have been configured, the user properties file need to be updated with the types and locations
of the catalogs to use. These properties are described in the basic.propertiesfilesin the etc sub directory (see the
Properties section of the Configuration chapter.

The basic properties that need to be set usually are listed below:

Table5.2. Table2: Basic Propertiesthat need to be set

pegasus.catal og.replica

pegasus.catal og.replicafile | pegasus.catalog.replica.url

pegasus.catal og.transformation

pegasus.catal og.transformation.file

pegasus.catalog.site.file

To execute pegasus-plan user usually requires to specify the following options:

1
2.
3.
4.

5.

--dax the path to the DAX file that needs to be mapped.

--dir the base directory where the executable workflow is generated
--sites comma separated list of execution sites.

--output the output site where to transfer the materialized output files.

--submit boolean value whether to submit the planned workflow for execution after planning is done.

Basic Properties

Properties are primarily used to configure the behavior of the Pegasus Workflow Planner at a global level. The
propertiesfileis actually ajava properties file and follows the same conventions as that to specify the properties.
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Please note that the values rely on proper capitalization, unless explicitly noted otherwise.

Some propertiesrely with their default on the value of other properties. Asanotation, the curly bracesrefer to thevalue
of the named property. For instance, ${ pegasus.home} meansthat the val ue depends on the value of the pegasus.home
property plus any noted additions. You can use this notation to refer to other properties, though the extent of the
subsitutions are limited. Usually, you want to refer to a set of the standard system properties. Nesting is not allowed.
Substitutions will only be done once.

There is a priority to the order of reading and evaluating properties. Usually one does not need to worry about the
priorities. However, it is good to know the details of when which property applies, and how one property is able to
overwrite another. The following is amutually exclusive list ( highest priority first ) of property file locations.

1. --conf option to the tools. Almost al of the clients that use properties have a --conf option to specify the property
file to pick up.

2. submit-dir/pegasus.xxxxxxx.properties file. All tools that work on the submit directory ( i.e after pegasus has
planned a workflow) pick up the pegasus.xxxxx.properties file from the submit directory. The location for the
pegasus.xxxxxxx.propertiesis picked up from the braindump file.

3. The properties defined in the user property file ${user.home}/.pegasusrc have lowest priority.

Commandline properties have the highest priority. These override any property loaded from a property file. Each

commandline property isintroduced by a-D argument. Note that these arguments are parsed by the shell wrapper, and

thusthe -D arguments must be the first arguments to any command. Commandline properties are useful for debugging
purposes.

From Pegasus 3.1 release onwards, support has been dropped for the following properties that were used to signify
the location of the propertiesfile

¢ pegasus.properties
¢ pegasus.user.properties

The following example provides a sensible set of properties to be set by the user property file. These properties use
mostly non-default settings. It is an example only, and will not work for you:

pegasus. cat al og. replica File

pegasus.catal og.replica.file ${ pegasus. hone}/etc/ sanpl e.rc. data
pegasus. cat al og. t ransf or mati on Text

pegasus. catal og. transformation.file ${pegasus.hone}/etc/sanple.tc.text
pegasus.catal og.site.file ${ pegasus. hone}/ et c/ sanpl e. si tes. xni

If you are in doubt which properties are actually visible, pegasus during the planning of the workflow dumps all
properties after reading and prioritizing in the submit directory in afile with the suffix properties.

pegasus.home

Systems: al
Type: directory location string
Defaullt: "$PEGASUS HOME"

The property pegasus.home cannot be set in the property file. This property is automatically set up by the pegasus
clientsinternally by determining the installation directory of pegasus. Knowledge about this property isimportant for
devel opers who want to invoke PEGASUS JAVA classes without the shell wrappers.

Catalog Related Properties
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Table5.3. Replica Catalog Properties

Key Attributes

Description

Property Key: pegasus.catal og.replica
Profile Key: N/A

Scope  : Properties
Since :20
Default : File

Pegasus queriesaReplica Catal og to discover the physical
filenames (PFN) for input files specified in the DAX.
Pegasus can interface with various types of Replica
Catalogs. This property specifies which type of Replica
Catalog to use during the planning process.

JDBCRC In this mode, Pegasus queries a SQL
based replica catalog that is accessed via
JDBC. The sgl schema's for this catalog
can be found a $PEGASUS HOME/
sgl directory. To use JDBCRC, the user
additionally needs to set the following

properties

1. pegasus.catalog.replica.db.driver =
mysql

2. pegasus.catalog.replicadb.url = jdbc
url to database eg jdbc:mysql://
database-host.isi.edu/database-name

3. pegasus.catal og.replica.db.user =
database-user

4. pegasus.catal og.replica.db.password
= database-password

File In this mode, Pegasus queries a file
based replica catalog. It is neither
transactionally safe, nor advised to
use for production purposes in any
way. Multiple concurrent instances will
clobber each other!. The site attribute
should be specified whenever possible.
The attribute key for the site attribute is
"site”.

The LFN may or may not be quoted.
If it contains linear whitespace, quotes,
backslash or an eguality sign, it must
be quoted and escaped. Ditto for the
PFN. The attribute key-value pairs are
separated by an equality sign without any
whitespaces. The value may bein quoted.
The LFN sentiments about quoting apply.

LFN PFN

LFN PFN a=b [..]

LFN PFN a="b" [..]

"LEN W LWS" "PFN W LV8" [..]

To use File, the user additionally needs
to specify pegasus.catalog.replicafile
property to specify the path to the file
based RC.
Regex In this mode, Pegasus queries a file
based replica catalog. It is neither

56



Running Workflows

transactionally safe, nor advised to usefor
production purposesin any way. Multiple
concurrent access to the File will end
up clobbering the contents of the file.
The site attribute should be specified
whenever possible. The attribute key for
the site attribute is "site".

The LFN may or may not be quoted.
If it contains linear whitespace, quotes,
backslash or an eguality sign, it must
be quoted and escaped. Ditto for the
PFN. The attribute key-value pairs are
separated by an equality sign without any
whitespaces. The value may bein quoted.
The LFN sentiments about quoting apply.

In addition users can specifiy regular
expression based LFN's. A regular
expression based entry should be
qualified with an attribute named
'regex’. The attribute regex when set to
true identifies the catalog entry as a
regular expression based entry. Regular
expressions should follow Java regular
expression syntax.

For example, consider areplicacatalog as
shown below.

Entry 1 refers to an entry which does
not use a resular expressions. This entry
would only match afile named 'f.a, and
nothing else. Entry 2 referes to an entry
which uses a regular expression. In this
entry f.a referes to files having name as
flany-character]ai.e. faa, f.a, fOa, etc.

f.a file:///Vol/input/f.a
site="l ocal "

f.a file:///Vol/input/f.a
site="local " regex="true"

Regular expression based entries aso
support substitutions. For example,
consider the regular expression based
entry shown below.

Entry 3 will match files with
name aphacsv, aphatxt, aphaxml.
In addition, values matched in the
expression can be used to generateaPFN.

For the entry below if the file
being looked up is aphacsv,
the PFN for the file would be
generated as file:///V olumes/datalinput/
csv/aphacsv. Similary if the file being
lookedup was aphacsv, the PFN for
the file would be generated as file:///
Volumes/data/input/xml/alphaxml i.e.
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Directory

The section [0], [1] will be replaced.
Section [0O] refers to the entire string i.e.
alpha.csv. Section [1] refers to a partial
match in theinput i.e. csv, or txt, or xml.
Users can utilize as many sections asthey
wish.

al pha\. (csv|txt|xm) file:///
Vol /input/[1]/[0] site="local"
regex="true"

To use File, the user additionally needs
to specify pegasus.catalog.replicafile
property to specify the path to the file
based RC.

In this mode, Pegasus does a directory
listing on an input directory to create the
LFN to PFN mappings. The directory
listing is performed recursively, resulting
in deep LFN mappings. For example, if
aninput directory $input is specified with
the following structure

$i nput
$input/f.1
$input/f.2

$i nput / D1

$i nput/D1/f.3

Pegasus will create the mappings the
following LFN PFN mappings internally

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
D1/f.3 file://$input/D2/f.3

site="l ocal "

If you don't want the deep Ifn's
to be created then, you can set
pegasus.catal og.replica.directory.flat.lfn
to true In that case, for the previous
example, Pegasus will create the
following LFN PFN mappingsinternally.

f.1 file://$input/f.1 site="local"
f.2 file://$input/f.2 site="local"
f.3 file://$input/D2/f.3

i

site="l ocal "

pegasus-plan has --input-dir option that
can be used to specify an input directory.

Users can optionally specify additional
properties to configure the behvavior of
this implementation.

pegasus.catal og.replica.directory.site to
specify a site attribute other than local to
associate with the mappings.

pegasus.catal og.replica.directory.url.prefi
to associate a URL prefix for the PFN's
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constructed. If not specified, the URL
defaultsto file://

MRC In this mode, Pegasus queries multiple
replica catalogs to discover the file

locations on the grid. To useit set

pegasus. catal og.replica MRC

Each associated replica catalog can be
configured via properties as follows.

The user associates a variable name
referred to as [valug] for each of the
catalogs, where [value] is any lega
identifier (concretely [A-ZaZ][_A-Za
z0-9]*) For each associated replica
catalogs the user specifies the following
properties.

pegasus. catal og. replica. nrc.[val ue]
specifies the type of \

replica catal og.
pegasus. catal og.replica.nrc.
[ val ue] . key specifies a property
narme\

key for a particular catal og

pegasus. catal og. replica.nrc.director
LRC

pegasus. catal og. replica.nrc.director

input/dirl

pegasus. catal og. replica.nrc.director
LRC

pegasus. catal og. replica.nrc.director

input/dir2

In the above example, directoryl,
directory2 are any valid identifier names
and url is the property key that needed to
be specified.

Property Key: pegasus.catalog.replica.url
Profile Key: N/A

Scope  : Properties
Since :20
Default  : (no default)

When using the modern RLS replica catalog, the URI to
the Replicacatalog must be provided to Pegasusto enable
it to look up filenames. Thereis no default.

Table5.4. Site Catalog Properties

Key Attributes

Description

Property Key: pegasus.catalog.site
Profile Key: N/A

Scope  : Properties
Since :20
Default : XML

Pegasus supports two different types of site catalogs in
XML format conforming to sc-3.0.xsd and sc-4.0.xsd.
Pegasus is able to auto-detect what schema a user site
catalog refers to. Hence, this property may no longer be
Set.

Property Key: pegasus.catalog.site.file
Profile Key : N/A

Scope  : Properties

Since :20

The path to the site catal og fil e, that describes the various
sites and their layouts to Pegasus.
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| Default  : ${ pegasus.home.sysconfdir} /sites.xml

Table5.5. Transformation Catalog Properties

Key Attributes

Description

Property Key: pegasus.catal og.transformation
Profile Key: N/A

Scope  : Properties
Since :20
Default : Text

The only recommended and supported version of
Transformation Catalog for Pegasus is Text. For the old
File based formats, users should use pegasus-tc-converter
to convert File format to Text Format.

Text In this mode, a multiline file based format

is understood. The file is read and cached
in memory. Any modifications, as adding or
deleting, causes an update of the memory and
henceto thefile underneath. All queries are done
against the memory representation.

The file sampletc.text in the etc directory
contains an example

Hereisasampletextual format for transfomation
catalog containing one transformation on two
sites

tr exanple::keg:1.0 {

#specify profiles that apply for all the
sites for the transfornation

#in each site entry the profile can be
overriden

profile env "APP_HOVE" "/t np/karan"
profile env "JAVA HOVE" "/bin/app"
site isi {

profile env "nme" "with"

profile condor "nore" "test"

profile env "JAVA HOVE" "/bin/java.l.6"
pfn "/path/tol keg"

arch "x86"

0s "1i nux"

osrel ease "fc"

osversion "4"

type "I NSTALLED'

site wind {

profile env "nme" "with"

profile condor "nore" "test"

pfn "/path/tol keg"

arch "x86"

0s "1i nux"

osrel ease "fc"

osversion "4"

type " STAGEABLE"

Property Key: pegasus.catalog.transformation
Profile Key : N/A

Scope  : Properties

Since :20

Default : ${ pegasus.home.sysconfdir} /tc.text

The path to the transformation catalog file, that describes
the locations of the executables.

Data Staging Configuration Propert

Table5.6. Data Configuration Properties

ies

Key Attributes

Description

Property Key: pegasus.data.configuration
Profile Key: N/A
Scope  : Properties

This property sets up Pegasus to run in different
environments.
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Since
Values
Default
See Also

:4.00

: sharedfsjnonsharedfs|condorio
: sharedfs
. pegasus.transfer.bypass.input.staging

sharedfs

condorio

If thisis set, Pegasus will be setup to
execute jobs on the shared filesystem
on the execution site. This assumes,
that the head node of a cluster and
the worker nodes share a filesystem.
The staging site in this case is the
same as the execution site. Pegasus
adds a create dir job to the executable
workflow that creates a workflow
specific directory on the shared
filesystem . The data transfer jobs in
the executable workflow ( stage_in_,
stage inter_ , stage out_ ) transfer
the data to this directory.The compute
jobs in the executable workflow are
launched in the directory on the shared
filesystem. Internally, if thisis set the
following properties are set.

pegasus. execute. *.fil esystem | oca
fal se

If thisis set, Pegasus will be setup to
runjobsin apure condor pool, with the
nodes not sharing a filesystem. Data
is staged to the compute nodes from
the submit host using Condor File 10O.
The planner is automatically setup to
use the submit host ( site local ) as
the staging site. All the auxillary jobs
added by the planner to the executable
workflow ( create dir, data stagein
and stage-out, cleanup ) jobs refer to
the workflow specific directory on the
local site. The data transfer jobs in
the executable workflow ( stage_in_,
stage inter , stage out_ ) transfer
the data to this directory. When the
compute jobs start, the input data
for each job is shipped from the
workflow specific directory on the
submit host to compute/worker node
using Condor file 10. The output data
for each job is similarly shipped back
to the submit host from the compute/
worker node. Thissetup isparticularly
hel pful when running workflowsinthe
cloud environment where setting up a
shared filesystem acrossthe VM'smay
be tricky. On loading this property,
internally the following properies are
set

pegasus.transfer.lite.*.inp
Condor

pegasus. execute. *. fil esystem | oca|

true

pegasus. gridstart

PegasusLite

pegasus. transf er. wor ker . package
true
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nonsharedfs

If this is set, Pegasus will be setup
to execute jobs on an execution site
without relying on a shared filesystem
between the head node and the
worker nodes. Y ou can specify staging
site ( using --staging-site option to
pegasus-plan) to indicate the site to
use as a central storage location
for a workflow. The staging site is
independant of the execution sites on
which a workflow executes. All the
auxillary jobs added by the planner to
the executable workflow ( create dir,
data stagein and stage-out, cleanup )
jobs refer to the workflow specific
directory on the staging site. The
data transfer jobs in the executable
workflow ( stage_in_, stage inter_,
stage out_ ) transfer the data to
this directory. When the compute
jobs start, the input data for each
job is shipped from the workflow
specific directory on the submit host to
compute/worker node using pegasus-
transfer. The output data for each
job is similarly shipped back to the
submit host from the compute/worker
node. The protocols supported are at
this time SRM, GridFTP, iRods, S3.
Thissetup is particularly helpful when
running workflows on OSG where
most of the execution sites don't have
enough data storage. Only a few sites
have large amounts of data storage
exposed that can be used to place
data during a workflow run. This
setup is aso helpful when running
workflows in the cloud environment
where setting up a shared filesystem
across the VM's may be tricky. On
loading this property, internaly the
following properies are set

pegasus. execute. *.fil esystem | oca
true
pegasus. gridstart
PegasusLite
pegasus. transfer. worker. package
true
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Chapter 6. Monitoring, Debugging and
Statistics

Pegasus comes bundled with useful tools that help users debug workflows and generate useful statistics and plots
about their workflow runs. Most of the tools query a runtime workflow database ( usually a sgllite in the workflow
submit directory ) populated at runtime by pegasus-monitord. With the exception of pegasus-monitord (see below),
all tools take in the submit directory as an argument. Users can invoke the tools listed in this chapter as follows:

$ pegasus-[tool nane] <path to the subnit directory>

Workflow Status

Asthe number of jobs and tasksin workflows increase, the ability to track the progress and quickly debug aworkflow
becomes more and more important. Pegasus comes with a series of utilities that can be used to monitor and debug
workflows both in real-time as well as after execution is already completed.

pegasus-status

To monitor the execution of theworkflow run the pegasus-status command as suggested by the output of the pegasus-
run command. pegasus-status shows the current status of the Condor Q as pertaining to the master workflow from
the workflow directory you are pointing it to. In a second section, it will show a summary of the state of al jobsin
the workflow and all of its sub-workflows.

The details of pegasus-status are described in its respective manual page. There are many options to help you
gather the most out of this toal, including a watch-mode to repeatedly draw information, various modes to add more
information, and legends if you are new to it, or need to present it.

$ pegasus-status /Workfl ow dags/ directory
STAT |N_STATE JOB

Run 05:08 level-3-0

Run 04: 32 | - sl eep_| DOO0005

Run 04: 27 \ _subdax_I evel - 2_| D0O00004

Run 03: 51 | - sl eep_I DOO0003

Run 03: 46 \ _subdax_| evel - 1_1 D000002

Run 03: 10 \ _sl eep_I DOO0001

Summary: 6 Condor jobs total (R 6)

UNREADY  READY PRE QUEUED POST SUCCESS FAI LURE %DONE
0 0 0 6 0 3 0 33.3

Summary: 3 DAGs total (Running:3)

Withoutthe- | option, theonly asummary of theworkflow statisticsisshown under the current queue status. However,
withthe- | option, it will show each sub-workflow separately:

$ pegasus-status -1 /Wrkflow dags/directory
STAT |N_STATE JOB

Run 07:01 level-3-0

Run 06: 25 | - sl eep_| DOO0005

Run 06: 20 \ _subdax_I evel - 2_| D0O00004
Run 05: 44 | - sl eep_I DOO0003

Run 05: 39 \ _subdax_| evel - 1_1 D000002
Run 05: 03 \ _sl eep_I DOO0001

Summary: 6 Condor jobs total (R 6)

UNRDY READY PRE IN_Q POST DONE FAIL “DONE STATE  DAGNAME

0 0 0 1 0 1 0 50.0 Running |evel-2_1 D000004/ | evel -1_| DO00002/
| evel -1- 0. dag

0 0 0 2 0 1 0 33.3 Running | evel -2_1 DO00004/ | evel -2-0. dag

0 0 0 3 0 1 0 25.0 Running *level -3-0.dag

0 0 0 6 0 3 0 33.3 TOTALS (9 jobs)

Summary: 3 DAGs total (Running:3)

The following output shows a successful workflow of workflow summary after it has finished.
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$ pegasus-status work/ 2011080514

(no matching jobs found in Condor Q

UNREADY READY PRE QUEUED POST SUCCESS FAI LURE %DONE
0 0 0 0 0o 7,137 0 100.0

Summary: 44 DAGs total (Success: 44)

Warning

For large workflowswith many jobs, please note that pegasus-statuswill take time to compile state from all
workflow files. Thistypically affects theinitial run, and sub-sequent runs are faster due to the file system's
buffer cache. However, on alow-RAM machine, thrashing is a possibility.
The following output show a failed workflow after no more jobs from it exist. Please note how no active jobs are
shown, and the failure status of the total workflow.

$ pegasus-status work/submit

(no matching jobs found in Condor Q

UNREADY READY PRE QUEUED POST SUCCESS FAI LURE %DONE
20 0 0 0 0 0 2 0.0

Summary: 1 DAG total (Failure:1)

pegasus-analyzer

Pegasus-analyzer isacommand-line utility for parsing several filesin the workflow directory and summarizing useful
information to the user. It should be used after the workflow has already finished execution. pegasus-analyzer quickly
goes through the jobstate.log file, and isolates jobs that did not complete successfully. It then parses their submit,
and kickstart output files, printing to the user detailed information for helping the user debug what happened to his/
her workflow.

The simplest way to invoke pegasus-analyzer isto simply giveit aworkflow run directory, like in the example below:

$ pegasus-anal yzer /hone/user/run0004
pegasus-anal yzer: initializing...

************************************Sun‘mary*************************************

Total jobs : 26 (100. 00%
# jobs succeeded : 25 (96.15%
# jobs failed : 1 (3.84%
# jobs unsubmitted : 0 (0.009%

Kkk Kk kKK KKK KKK KK KKK KKK XK KKk Xk ¥ % Fqj | ed ] ObS' detaj| S*r** kkkrkhrkhhkhkhrkhhxkhkhkkk*x

egister_viz_glidein_7_0

| ast state: POST_SCRI PT_FAI LURE
site: |ocal
submit file: /honme/user/run0004/register_viz_glidein_7_0.sub
output file: /honme/user/run0004/register_viz_glidein_7_0.out.002
error file: /home/user/run0004/register_viz_glidein_7_0.err.002

site : local

executable : /Ifsl/software/install/pegasus/default/bin/rc-client

argunent s . -Dpegasus. user. properties=/|fsl/ work/pegasus/run0004/ pegasus. 15181. properties \
- Dpegasus. catal og.replica.url=rlsn://smarty.isi.edu --insert register_viz_glidein_7_0.in

exi t code 1

working dir : /1fsl/work/pegasus/run0004
————————— Task #1 - pegasus::rc-client - pegasus::rc-client:1.0 - stdout---------

2009- 02- 20 16: 25:13. 467 ERROR [root] You need to specify the pegasus.catal og.replica property
2009- 02-20 16:25:13.468 WARN [root] non-zero exit-code 1

Inthe case above, pegasus-analyzer'soutput contains abrief summary section, showing how many jobs have succeeded
and how many have failed. After that, pegasus-analyzer will print information about each job that failed, showing its
last known state, along with the location of its submit, output, and error files. pegasus-analyzer will aso display any
stdout and stderr from the job, as recorded initskickstart record. Please consult pegasus-analyzer's man page for more
examples and a detailed description of its various command-line options.
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Note

Starting with 4.0 release, by default pegasus analyzer queries the database to debug the workflow. If you
want it to use files in the submit directory , use the --files option.

pegasus-remove

If you want to abort your workflow for any reason you can use the pegasus-remove command listed in the output of
pegasus-run invocation or by specifying the Dag directory for the workflow you want to terminate.

$ pegasus-renove / PATH To/ WORKFLOW DI RECTORY

Resubmitting failed workflows

Pegasus will remove the DAGMan and all the jobs related to the DAGMan from the condor queue. A rescue DAG
will be generated in case you want to resubmit the same workflow and continue execution from where it last stopped.
A rescue DAG only skips jobs that have completely finished. It does not continue a partially running job unless the
executabl e supports checkpointing.

To resubmit an aborted or failed workflow with the same submit files and rescue Dag just rerun the pegasus-run
command

$ pegasus-run / Pat h/ To/ Wr kfl ow Di rectory

Plotting and Statistics

Pegasus plotting and statistics tools queries the Stampede database created by pegasus-monitord for generating the
output.The stampede scheme can be found here.

The statistics and plotting tools use the following terminology for defining tasks, jobs etc. Pegasus takes in a DAX
which is composed of tasks. Pegasus plans it into a Condor DAG / Executable workflow that consists of Jobs. In
case of Clustering, multiple tasks in the DAX can be captured into a single job in the Executable workflow. When
DAGMan executes ajob, ajob instance is populated . Job instances capture information as seen by DAGMan. In case
DAGManretiresajob on detecting afailure, anew job instanceis populated. When DAGMan finds ajob instance has
finished , an invocation is associated with job instance. In case of clustered job, multipleinvocationswill be associated
with asinglejob instance. If aPre script or Post Script isassociated with ajob instance, then invocations are popul ated
in the database for the corresponding job instance.

pegasus-statistics

Pegasus statistics can compute statistics over one or more than one workflow run.

Command to generate statistics over asingle runis as shown below.

$ pegasus-statistics /scratch/grid-setup/run0001/ -s all

Pegasus Wor kfl ow Managenent System - http://pegasus.isi.edu

Wor kf | ow sunmary:
Summary of the workflow execution. It shows total
t asks/j obs/sub workflows run, how many succeeded/failed etc.
I'n case of hierarchical workflow the cal cul ati on shows the
statistics across all the sub workflows.It shows the follow ng
statistics about tasks, jobs and sub workfl ows.

* Succeeded - total count of succeeded tasks/jobs/sub workfl ows.

* Failed - total count of failed tasks/jobs/sub workfl ows.

* Inconplete - total count of tasks/jobs/sub workflows that are
not in succeeded or failed state. This includes all the jobs
that are not submitted, submitted but not conpleted etc. This
is calculated as difference between 'total’' count and sum of
'succeeded' and 'failed count.

* Total - total count of tasks/jobs/sub workfl ows.

HoH H HH H HHHHHHHHHHH
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* Retries - total retry count of tasks/jobs/sub workfl ows.
* Total +Retries - total count of tasks/jobs/sub workflows executed
during workflow run. This is the cunulative of retries,
succeeded and failed count.
Wor kfl ow wal | tine:
The wall time fromthe start of the workfl ow execution to the end as
reported by the DAGVAN. I n case of rescue dag the value is the
cunul ative of all retries.
Wor kf | ow cumul ative job wall tine:
The sumof the wall tine of all jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.
Cunul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.
Cunul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.
Wor kf | ow cumul ative job badput wall tine:
The sumof the wall tine of all failed jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.
Currul ative job badput wall time as seen fromsubnit side:
The sumof the wall tine of all failed jobs as reported by DAGVaN.
This is simlar to the regular cumul ative job badput wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.

B R T T S T T R R S S IR T RS S S SR

Type Succeeded Failed |Inconplete Total Retries Total +Retries
Tasks 4 0 0 4 0 4

Jobs 17 0 0 17 0 17
Sub-Workflows 0 0 0 0 0 0

Wor kflow wal I tine 5 mins, 18 secs
Wor kfl ow cunul ative job wall tine 4 mns, 2 secs
Cunul ative job wall tine as seen fromsubmt side : 4 mns, 10 secs
Wor kf | ow cumul ati ve job badput wall tine .0

Cunul ative job badput wall time as seen fromsubmt side : 0

By default the output gets generated to a statistics folder inside the submit directory. The output that is generated by
pegasus-statisticsis based on the value set for command line option 's(statistics _level). Inthe sample run the command
line option 's'is set to 'adl’ to generate all the statistics information for the workflow run. Please consult the pegasus-
statistics man page to find a detailed description of various command line options.

Note

In case of hierarchal workflows, the metricsthat are displayed on stdout take into account all the jobs/tasks/
sub workflows that make up the workflow by recursively iterating through each sub workflow.

Command to generate statistics over all workflow runs populated in a single database is as shown below.

$ pegasus-statistics -Dpegasus. nonitord. output="nysql://s_user:s_user123@27.0.0. 1: 3306/ st anpede' -

o /scratch/workflow 1_2/statistics -s all --multiple-w

#

# Pegasus Wor kfl ow Managenent System - http://pegasus.isi.edu
#
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Wor kf | ow sunmary:
Summary of the workflow execution. It shows total
t asks/j obs/sub workflows run, how many succeeded/failed etc.
I'n case of hierarchical workflow the cal cul ation shows the
statistics across all the sub workflows.It shows the follow ng
statistics about tasks, jobs and sub workfl ows.

* Succeeded - total count of succeeded tasks/jobs/sub workfl ows.

* Failed - total count of failed tasks/jobs/sub workfl ows.

* Inconplete - total count of tasks/jobs/sub workflows that are
not in succeeded or failed state. This includes all the jobs
that are not submitted, submitted but not conpleted etc. This
is calculated as difference between 'total' count and sum of
'succeeded' and 'failed count.

* Total - total count of tasks/jobs/sub workfl ows.

* Retries - total retry count of tasks/jobs/sub workfl ows.

* Total +Retries - total count of tasks/jobs/sub workflows executed
during workflow run. This is the cunulative of retries,
succeeded and failed count.

Wor kfl ow wal | tine:
The wall time fromthe start of the workfl ow execution to the end as
reported by the DAGVAN. I n case of rescue dag the value is the
curmul ative of all retries.
Wor kf | ow cumul ative job wall tine:
The sumof the wall tine of all jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.
Curul ative job wall time as seen fromsubmt side:
The sumof the wall tine of all jobs as reported by DAGVAN.
This is simlar to the regular curmulative job wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall tinme value includes jobs
fromthe sub workflows as well.
Wor kf | ow cumul ative job badput wall tine:
The sumof the wall tine of all failed jobs as reported by kickstart.
In case of job retries the value is the cunulative of all retries.
For wor kfl ows having sub workfl ow jobs (i.e SUBDAG and SUBDAX j obs),
the wall tinme value includes jobs fromthe sub workflows as well.
Currul ative job badput wall time as seen fromsubnit side:
The sumof the wall tine of all failed jobs as reported by DAGVaN.
This is simlar to the regular cumul ative job badput wall time, but includes
j ob managenent overhead and del ays. In case of job retries the val ue
is the cumulative of all retries. For workflows having sub workfl ow
jobs (i.e SUBDAG and SUBDAX jobs), the wall time value includes jobs
fromthe sub workflows as well.

R R I T T S I T T R TR S I R R S SR T S

Type Succeeded Failed |Inconplete Total Retries Total +Retries
Tasks 8 0 0 8 0 8

Jobs 34 0 0 34 0 34

Sub- Workflows 0 0 0 0 0 0

Wor kfl ow cunul ative job wall tine : 8 mins, 5 secs
Cunul ative job wall tine as seen fromsubmt side : 8 mins, 35 secs

Wor kf | ow cumul ative job badput wall tine .0

Cunul ative job badput wall time as seen fromsubmt side : 0

Note

When computing statistics over multiple workflows, please note,

1. All workflow run information should be populated in asingle STAMPEDE database.
2. The --output argument must be specified.

3. Job statistics information is not computed.

4. Workflow wall time information is not computed.

Pegasus statistics can also compute statistics over afew specified workflow runs, by specifying the either the submit
directories, or the workflow UUIDs.
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pegasus-statistics -Dpegasus. nonitord. output='"<DB URL> -0 <OUTPUT_DIR> <SUBM T_DIR 1>
<SUBM T _DIR 2> .. <SUBM T _DIR n>

R

pegasus-statistics -Dpegasus. nonitord. out put='"<DB URL> -0 <OQUTPUT_DIR> --isuuid <UU D 1>
<UJ D_2> .. <UU D_n>

pegasus-statistics summary which is printed on the stdout contains the following information.

Workflow summary - Summary of theworkflow execution. In case of hierarchical workflow the calculation shows
the statistics across al the sub workflows.It shows the following statistics about tasks, jobs and sub workflows.

» Succeeded - total count of succeeded tasks/jobs/sub workflows.

Failed - total count of failed tasks/jobs/sub workflows.

* Incomplete - total count of tasks/jobs/sub workflows that are not in succeeded or failed state. This includes all
the jobs that are not submitted, submitted but not completed etc. Thisis calculated as difference between 'total’
count and sum of 'succeeded' and 'failed' count.

e Total - total count of tasks/jobs/sub workflows.
« Retries- total retry count of tasks/jobs/sub workflows.

e Total Run - total count of tasks/jobs/sub workflows executed during workflow run. This is the cumulative of
total retries, succeeded and failed count.

Workflow wall time - The wall time from the start of the workflow execution to the end as reported by the
DAGMAN.In case of rescue dag the value is the cumulative of all retries.

Workflow cummulate job wall time - The sum of the wall time of al jobs as reported by kickstart. In case of
job retries the value is the cumulative of al retries. For workflows having sub workflow jobs (i.e SUBDAG and
SUBDAX jabs), the wall time value includes jobs from the sub workflows as well. This value is multiplied by the
multiplier_factor in the job instance table.

Cumulativejob wall timeasseen from submit side- The sum of thewall time of al jobsasreported by DAGMan.
Thisis similar to the regular cumulative job wall time, but includes job management overhead and delays. In case
of job retries the value is the cumulative of all retries. For workflows having sub workflow jobs (i.e SUBDAG
and SUBDAX jobs), the wall time value includes jobs from the sub workflows. This value is multiplied by the
multiplier_factor in the job instance table.

pegasus-statistics generates the following statistics files based on the command line options set.

w

W

orkflow statisticsfile per workflow [wor kflow.txt]

orkflow statistics file per workflow contains the following information about each workflow run. In case of

hierarchal workflows, thefile contains atablefor each sub workflow. Thefile also containsa'Tota' table at the bottom
which isthe cumulative of all the individual statistics details.

A

sample tableis shown below. It shows the following statistics about tasks, jobs and sub workflows.
Workflow retries - number of times aworkflow was retried.

Succeeded - total count of succeeded tasks/jobs/sub workflows.

Failed - total count of failed tasks/jobs/sub workflows.

Incomplete - total count of tasks/jobs/sub workflows that are not in succeeded or failed state. Thisincludes al the
jobs that are not submitted, submitted but not completed etc. Thisis calculated as difference between 'total’ count
and sum of 'succeeded' and 'failed' count.

Total - total count of tasks/jobs/sub workflows.

Retries - tota retry count of tasks/jobs/sub workflows.
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Total Run - total count of tasks/jobs/sub workflows executed during workflow run. Thisis the cumulative of total
retries, succeeded and failed count.

Table6.1. Workflow Statistics

# Type |Succeeded| Failed |[Incomplete| Total Retries | Total Run | Workflow
Retries
286df11b-9972-4ba0- 0
baba-4fd39c357af4

Tasks 4 0 0 4 0 4

Jobs 13 0 0 13 0 13

Sub 0 0 0 0 0 0

Workflows

Job statisticsfile per workflow [jobs.txt]

Job statistics file per workflow contains the following details about the job instances in each workflow. A sample
fileis shown below.

Job - the name of the job instance

Try - the number representing the job instance run count.

Site - the site where the job instance ran.

Kickstart(sec.) - the actual duration of the job instance in seconds on the remote compute node.

Mult - multiplier factor from the job instance table for the job.

Kickstart_Mult - value of the Kickstart column multiplied by Mult.

CPU-Time - remote CPU time computed as the stime + utime (when Kickstart is not used, thisis empty).
Post(sec.) - the postscript time as reported by DAGMan.

Condor QTime(sec.) - the time between submission by DAGMan and the remote Grid submission. It isan estimate
of the time spent in the condor g on the submit node .

Resour ce(sec.) - the time between the remote Grid submission and start of remote execution . It is an estimate of
the time job instance spent in the remote queue .

Runtime(sec.) - the time spent on the resource as seen by Condor DAGMan . Is aways >=kickstart .
Seqexec(sec.) - the time taken for the completion of a clustered job instance .

Seqexec-Delay(sec.) - the time difference between the time for the completion of a clustered job instance and sum
of all the individual tasks kickstart time .

Table 6.2. Job statistics

Job Try Site Kickstart Mutickstart M@PU- | Pos€ondorQT ﬁwourcehuntimeSeqexedSeqexec—

Time Delay
analyze |D00D00OM local | 60.002 1 60.002 | 59.843 | 5.0 0.0 - 62.0 - -
create dir_diamond Olocal local | 0.027 1 0.027 | 0.003 5.0 5.0 - 0.0 - -
findrarpge_l D00000D2 | local |60.001| 10 |600.01|59.921| 5.0 0.0 - 60.0 - -
findrathge_l DOQO00D3 | local | 60.002| 10 |600.02|59.912| 5.0 10.0 - 61.0 - -
prepro¢ess_|D0OP00A0L | local | 60.002 1 60.002 | 59.898 | 5.0 5.0 - 60.0 - -
regigter_local| 1 @ local | 0.459 1 0459 | 0432 | 6.0 5.0 - 0.0 - -
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Job Try Site Kickstarf Mutickstart_ M@PU- | Postondor QT Resour c&Runtimd Seqexecbeqexec-
Time Delay

regigter_locall 1 1 local | 0.338 1 0338 | 0331 | 5.0 5.0 - 0.0 - -
register_local| 2 @ loca | 0.348 1 0.348 | 0.342 | 5.0 5.0 - 0.0 - -
stage in_local_|ocall0 | local | 0.39 1 039 | 0032 | 50 5.0 - 0.0 - -
stage out_local_lpcall0 O local | 0.165 1 0.165 | 0.108 | 5.0 10.0 - 0.0 - -
stage out_local_Ipcalll O local | 0.147 1 0.147 | 0.098 | 7.0 5.0 - 0.0 - -
stage out_local_Ipcalll 1| loca | 0.139 1 0.139 | 0.089 | 5.0 6.0 - 0.0 - -
stage_out_local_Ipcall2 0 local | 0.145 1 0.145 | 0.101 | 5.0 5.0 - 0.0 - -

Transformation statisticsfile per wor kflow [breakdown.txt]

Transformation statistics file per workflow contains information about the invocations in each workflow grouped by
transformation name. A samplefileis shown below.

Transformation - name of the transformation.

Count - the number of times invocations with a given transformation name was executed.
Succeeded - the count of succeeded invocations with a given logical transformation name .
Failed - the count of failed invocations with a given logical transformation name .

Min (sec.) - the minimum runtime value of invocations with a given logical transformation name times the
multipler_factor.

Max (sec.) - the minimum runtime value of invocations with a given logical transformation name times the
multiplier_factor.

Mean (sec.) - the mean of the invocation runtimes with a given logica transformation name times the
multiplier_factor.

Total (sec.) - the cumulative of runtime value of invocations with a given logical transformation name times the
multiplier_factor.

Table 6.3. Transformation Statistics

Transformation Count Succeeded Failed Min Max Mean Total
dagman::post 13 13 0 5.0 7.0 5.231 68.0
djamond::analyze 1 1 0 60.002 60.002 60.002 60.002
diamond::findrange 2 2 0 600.01 600.02 600.02 1200.03
diamond::preprogess 1 1 0 60.002 60.002 60.002 60.002
pegasus:.dirmanager 1 1 0 0.027 0.027 0.027 0.027
pegasus:.:pegasus- 5 5 0 0.139 0.39 0.197 0.986
transfer
pegasus.:rc- 3 3 0 0.338 0.459 0.382 1.145
client

Time statisticsfile [time.txt]

Time statistics file contains job instance and invocation statistics information grouped by time and host. The time
grouping can be on day/hour. The file contains the following tables Job instance statistics per day/hour, Invocation
statistics per day/hour, Job instance statistics by host per day/hour and Invocation by host per day/hour. A sample
Invocation statistics by host per day table is shown below.

« Job instance statistics per day/hour - the number of job instances run, total runtime sorted by day/hour.
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* Invocation statistics per day/hour - the number of invocations, total runtime sorted by day/hour.

« Job instance statistics by host per day/hour - the number of job instances run, total runtime on each host sorted
by day/hour.

« Invocation statistics by host per day/hour - the number of invocations , total runtime on each host sorted by
day/hour.

Table 6.4. Invocation statistics by host per day

Date[YYYY-MM-DD] Host Count Runtime (Sec.)
2011-07-15 butterfly.isi.edu 54 625.094

pegasus-plots

Pegasus-plots generates graphs and charts to visualize workflow execution. To generate graphs and charts run the
command as shown below.

$ pegasus-plots -p all /scratch/grid-setup/run0001/

Kkkkkkkkkkkkkkkhkkkkkkkhhkhkkkkkkkkkkkkkkkkk QUVMARY ****kkkkkkkkkkkkkhkkhkkkkkkkhhkkkkkkkkkkk k% *k

Graphs and charts generated by pegasus-plots can be viewed by opening the generated htm file in the
web browser
/ scratch/ grid-setup/run0001/ pl ot s/i ndex. ht m

hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkk k%

By default the output gets generated to plotsfolder inside the submit directory. The output that isgenerated by pegasus-
plotsis based on the value set for command line option 'p'(plotting_level).In the sample run the command line option
'p'isset to 'al' to generate all the charts and graphs for the workflow run. Please consult the pegasus-plots man pageto
find a detailed description of various command line options.pegasus-plots generates an index.html file which provides
links to all the generated charts and plots. A sample index.html page is show below.

Figure 6.1. pegasus-plot index page

Pegasus plots

Workflow Execution Ganit Chart
Host Over Time Chart
Time Chart

DAG graph

dag_file_name
wi_uuid
submit_hostname
dax_label
planner_version
planner_arguments
grid_dn SDC=org/DC=doegrids/OU=People/CN=Prasanth Thomas 541192
_— ———

submit_dir J1is1/prasanth d-semup/workflowhierarichal/dags/prasanth/pegasusthierarichal/run0001 /dag  2/diamond _TDX
dax_wversion

pegasus-plots generates the following plots and charts.

Dax Graph

Graph representation of the DAX file. A sample page is shown below.
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Figure6.2. DAX Graph

DAX Graph
Top level workflow (ad180edc-222b-49d5-bef3-7c49b8969422)

=i

wil_uuld :ad180edc-222b-49d5-bef3- Tod9bE969422
dax label hierarichal

Sub workflow's of workflow (ad180edc-222b-49d5-hef3-Tc49bB969422)

A" | d———
e il
wi_uuid -d1adaB67-5499-436d-b480-5247 384 542 Te wi_uuid :812acTe2-11a)-4fff-ada5-8 Socfedbifal
dax label -diamond dax label :dizmond

Dag Graph

Graph representation of the DAG file. A sample page is shown below.
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Figure 6.3. DAG Graph

DAG Graph
Top level workflow (ad180edc-222b-49d5-bef3-Te49b8969422)

st = s

wi_uuid :ad] B0edc-222b-40d5-bef3-TedUbE9G0422
dag label :hierarichal-0

Sub workflow's of workflow (ad180edc-222b-49d5-bef3-Te49b8969422)

D et
R -
el e
el il i p—. e el
e = B
AL msamais Al B
v e
wi_uuid :dlada:ﬂ-rg:mh;%}ld?mm?c wi_uuid :Elzﬂﬁ;:ﬁ:mﬁsﬂlﬁmm

Gantt workflow execution chart

Gantt chart of the workflow execution run. A sample page is shown below.
Figure 6.4. Gantt Chart

Workflow execution Gantt chan

shw pre seript time:
show [post it time

rearanichal
.II\ Toubdan -2 RSO0 |
E RS -
& 1 ot s 0 o | L I ! . : : . : !
9 T ® ] 0 = e = = = - = = = .
Timeline in seconds -->
o e ® s dey @ s m eyt W pomasn i s
1 o comdor jobs [JOB_TERMINATED -SUBMIT] ]
1 sheow kickstan time
1 whow runtime as soon by dagman [JOB_TERMINATED - EXECUTE]
1 sl sesource delay [EXEOUTE JGRID_SUBMITAGLOSUS_SUBMIT] E

1
|| |

PosSiorpt Slarug Cuiay
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The toolbar at the top provides zoom infout , pan left/right/top/bottom and show/hide job name functionality. The
toolbar at the bottom can be used to show/hide job states. Failed job instances are shown in red border in the chart.
Clicking on a sub workflow job instance will take you to the corresponding sub workflow chart.

Host over timechart

Host over time chart of the workflow execution run. A sample page is shown below.

Figure 6.5. Host over time chart

Host Over Time Chart - ,
oo et § 3 et EE

1 Ui

Host count —=

@ ) =) =
Timeding in seconds -->
e o8 S By o
show eondar job [JOB_TERMINATED -SUBMIT)
show kickstart time

show nuntime as seen: by dagman [J08_TERMINATED - EXECUTE] E 1
show resoence delay [EXECUTE -GRID_SUBMIT/GLOBUS_SUBMIT]

The toolbar at the top provides zoom infout , pan left/right/top/bottom and show/hide host name functionality. The
toolbar at the bottom can be used to show/hide job states. Failed job instances are shown in red border in the chart.
Clicking on a sub workflow job instance will take you to the corresponding sub workflow chart.

Timechart

Time chart shows job instance/invocation count and runtime of the workflow run over time. A sample page is shown
below.
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Figure 6.6. Time chart
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The toolbar at the top provides zoom infout and pan left/right/top/bottom functionality. The toolbar at the bottom can
be used to switch between job instances invocations and day/hour filtering.

Breakdown chart

Breakdown chart showsinvocation count and runtime of the workflow run grouped by transformation name. A sample
page is shown below.
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Figure 6.7. Breakdown chart

Invocation breakdown by count grouped by transformation name
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Note: Legends can be clicked to find information corresponding to the transformation name.

Thetoolbar at the bottom can be used to switch between invocation count and runtimefiltering. Legends can be clicked
to get more details.

Dashboard

Asthe number of jobs and tasksin workflows increase, the ability to track the progress and quickly debug aworkflow
becomes more and more important. The dashboard provides users with a tool to monitor and debug workflows both
in real-time as well as after execution is already completed, through a browser.

Workflow Dashboard

Pegasus Workflow Dashboard is bundled with Pegasus. The pegasus-service is developed in Python and uses the
Flask framework to implement the web interface. The users can then connect to this server using abrowser to monitor/
debug workflows.

Note

the workflow dashboard can only monitor workflows which have been executed using Pegasus 4.2.0 and
above.

To start the Pegasus Dashboard execute the following command
$ pegasus-service --host 127.0.0.1 --port 5000

SSL is not configured: Using self-signed certificate

2015- 04- 13 16: 14: 23, 074: Pegasus. servi ce. server: 79: WARNING SSL is not configured: Using self-signed
certificate

Service not running as root: WII not be able to switch users
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2015- 04- 13 16: 14: 23, 074: Pegasus. servi ce. server: 86: WARNING Service not running as root: WII not be
able to switch users

By default, the server is configured to listen only on localhost/127.0.0.1 on port 5000. A user can view the dashboard
on https://localhost: 5000/

To make the Pegasus Dashboard listen on all network interfaces OR on adifferent port, users can pass different values
to the --host and/or --port options.

By default, the dashboard server can only monitor workflows run by the current user i.e. the user who is running the
pegasus-service.

The Dashboard's home page lists al workflows, which have been run by the current-user. The home page shows
the status of each of the workflow i.e. Running/Successful/Failed/Failing. The home page lists only the top level
workflows (Pegasus supports hierarchical workflows i.e. workflows within a workflow). The rows in the table are
color coded

¢ Green: indicates workflow finished successfully.
* Red: indicates workflow finished with afailure.
« Blue: indicates aworkflow is currently running.

¢ Gray: indicates aworkflow that was archived.
Figure 6.8. Dashboard Home Page
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7

Workflow Listing
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“
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M Running I Failed [ Successful

Show results for | all :
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hello_world isis.isi.edu f::l:ﬁ:;ﬁ;:ﬁﬁ:;::;:::lfjﬁ:::ZZ:ASE; :‘:137/::;;59. 0700 Successful  Tue, 31 Mar 2015 16:56:59
hello_world isis.isi.edu f:::;‘::;z;:ﬁm::ﬁz::‘; pfﬁ:ﬁ:;ﬁ:@?;ﬁ:‘?ggz 50700 Running  Mon, 30 Mar 2015 17:02:28
hello_world  isis.isi.edu f::;‘::;g;:ﬁ:fﬁ::::}ﬁz; pfﬁo"::zz):g;m;g;a 110700 Failed Mon, 30 Mar 2015 16:52:31
hello_world  Isisisledy ‘Cata/workspace/p e e ey Falled Fri, 16 Jan 2015 10:22:10

world/dags/mayani/pegasus/hello_world/20150116T102210-0800
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S TAMS 0 INFORMATION [
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2o L4 Pegho
Copyright (©) 2015 University of Southern California
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To view details specific to a workflow, the user can click on corresponding workflow label. The workflow details
page lists workflow specific information like workflow label, workflow status, location of the submit directory, etc.
The details page also displays pie charts showing the distribution of jobs based on status.

In addition, the details page displays atab listing all sub-workflows and their statuses. Additional tabs exist which list
information for all running, failed, successful, and failing jobs.

Note

Failing jobs are currently running jobs (visible in Running tab), which have failed in previous attempts to
execute them.

The information displayed for ajob depends on it's status. For example, the failed jobs tab displays the job name, exit
code, links to available standard output, and standard error contents.
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Fimaiiwralr N NadhhhAanc A VWAl flAaves PNAaaA

pegasus-dashboard ©)

’V@ Workflow

Workflow Details orz66372-2798-416d-a48d-16c944 70d3ed [T

Label hello_world
Type root-wf
Progress Successful
Submit Host isis.isl.edu
User mayani
Submit Directory i} /data/workspace/pegasus/share/pegasus/examples/hello-world/dags/mayani/pegasus/hello_world/20150...
DAGMan Out File & hello_world-0.dag.dagman.out
Wall Time 2 mins 13 secs
Cumulative Wall Time 16 secs
Job Status (Entire Workflow) Job Status (Per Workflow)

Unsubmitted: 0

Failed: 0

Jobs: 0
Workflows: 0
Total: 0

Jobs: 14
Suceessful: 14 Workflows: 0
Total: 14
Il uUnsubmitted Il Failed Il Successful M Running M Failed [ Successful

Charts Statistics

- |
Job Name = Time Taken <
clean_up_local_level_3_0 5
clean_up_local_level_4_0 0 secs
clean_up_local_level_4_1 5 secs
clean_up_local_level_5_0 0 secs
cleanup_hello_world_0_local 0 secs
create_dir_hello_world_0_local 0 secs
helle_ID0O000001 5 secs
stage_in_local_local_0_0 0 secs
stage_in_local_local_0_1 5 secs
stage_in_local_local_1_0 0 secs

STAMPEDE

L
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To view details specific to a job the user can click on the corresponding job's job label. The job details page lists
information relevant to a specific job. For example, the page lists information like job name, exit code, run time, etc.

The job instance section of the job details page lists all attempts made to run the job i.e. if ajob failed in its first
attempt due to transient errors, but ran successfully when retried, the job instance section shows two entries; one for
each attempt to run the job.

Thejob details page a so showstab'sfor failed, and successful task invocations (Pegasus allows usersto group multiple
smaller task'sinto asingle jobi.e. ajob may consist of one or more tasks)
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Figure 6.10. Dashboard Job Description Page
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Thetask invocation detail s page providestask specific information like task name, exit code, duration etc. Task details
differ from job details, as they are more granular in nature.
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Figure 6.11. Dashboard I nvocation Page
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Task Details
Task Label 120000001
Transformation hello_world::hello:1.0

Executable private/var/condor/execute/dir_424/hello_world-hello-1.0
Arguments None
Exit Code 0
Start Time Tue, 31 Mar 2015 16:58:04

Remote Duration 5 secs

Remote CPU Time 0 secs
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Copyright ©) 2015 University of Southern California
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The dashboard al so has web pages for workflow statistics and workflow charts, which graphically rendersinformation
provided by the pegasus-statistics and pegasus-plots command respectively.

The Statistics page shows the following statistics.
1. Workflow level statistics
2. Job breakdown statistics

3. Job specific statistics
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Figure 6.12. Dashboard Statistics Page
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The Charts page shows the following charts.
1. Job Distribution by Count/Time

2. Time Chart by Job/Invocation

3. Workflow Execution Gantt Chart

The chart below shows the invocation distribution by count or time.
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Figure 6.13. Dashboard Plots - Job Distribution
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The time chart shown below shows the number of jobs/invocations in the workflow and their total runtime
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Figure 6.14. Dashboard Plots - Time Chart
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The workflow gantt chart lays out the execution of the jobs in the workflow over time.

wnoe)
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Figure 6.15. Dashboard Plots - Workflow Gantt Chart
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Notifications

The Pegasus Workflow Mapper now supportsjob and workflow level notifications. Y ou can specify in the DAX with
the job or the workflow

« the event when the natification needs to be sent
« the executable that needs to be invoked.

The notifications are issued from the submit host by the pegasus-monitord daemon that monitors the Condor logs for
the workflow. When a natification is issued, pegasus-monitord while invoking the notifying executable sets certain
environment variables that contain information about the job and workflow state.

The Pegasus release comes with default notification clients that send notifications via email or jabber.
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Specifying Notifications in the DAX

Currently, you can specify notifications for the jobs and the workflow by the use of invoke elements.

Invoke elements can be sub elements for the following elementsin the DAX schema.

job - to associate notifications with a compute job in the DAX.
dax - to associate notifications with adax job in the DAX.
dag - to associate notifications with adag job in the DAX.

executable - to associate notifications with ajob that uses a particular notification

The invoke element can be specified at the root element level of the DAX to indicate workflow level notifications.

The invoke element may be specified multiple times, as needed. It has a mandatory when attribute with the following
value set

Table 6.5. Table 1. Invoke Element attributes and meaning.

Enumeration of Valuesfor when attribute Meaning
never (default). Never notify of anything. This is useful to
temporarily disable an existing notifications.
start create a notification when the job is submitted.
on_error after ajob finishes with failure (exitcode != 0).
on_success after ajob finishes with success (exitcode == 0).
at_end after ajob finishes, regardless of exitcode.
al like start and at_end combined.

You can specify multiple invoke elements corresponding to same when attribute value in the DAX. This will allow
you to have multiple notifications for the same event.

Hereis an example that illustrates that.

<j ob id="1D000001" namespace="exanple" name="nDi ffFit" version="1.0"

node- | abel =" preprocess" >
<argument>-a top -T 6 -i <file name="f.a"/> -o <file name="f.bl"/></argunment>

<l-- profiles are optional -->
<profil e namespace="execution" key="site">isi_viz</profile>
<profil e namespace="condor" key="getenv">true</profile>

<uses name="f.a" link="input" register="false" transfer="true" type="data" />
<uses name="f.b" |ink="output" register="false" transfer="true" type="data" />
<l-- "WHEN enuneration: never, start, on_error, on_success, at_end, all -->

<i nvoke when="start">/path/to/notifyl argl arg2</invoke>
<i nvoke when="start">/path/to/notifyl arg3 arg4</invoke>
<i nvoke when="on_success">/path/to/ notify2 arg3 arg4</invoke>

</j ob>

In the above exampl e the executabl e notify1 will be invoked twice when ajob is submitted ( when="start" ), once with
arguments argl and arg2 and second time with arguments arg3 and arg4.

The DAX Generator API chapter has information about how to add notifications to the DAX using the DAX api's.

Notify File created by Pegasus in the submit directory

Pegasus while planning a workflow writes out a notify file in the submit directory that contains al the notifications
that need to be sent for the workflow. pegasus-monitord picks up this notificationsfile to determine what notifications
need to be sent and when.

87



Monitoring, Debugging and Statistics

1. ENTITY_TYPEID NOTIFICATION_CONDITION ACTION

e ENTITY_TY PE can be either of the following keywords
* WORKFLOW - indicates workflow level notification
« JOB - indicates notifications for ajob in the executable workflow
+ DAXJOB - indicates notifications for a DAX Job in the executable workflow
* DAGJOB - indicates notifications for a DAG Job in the executable workflow

« ID indicates the identifier for the entity. It has different meaning depending on the entity type - -
« workflow - ID iswf_uuid
» JOB|DAXJOB|DAGJOB - ID isthejob identifier in the executable workflow ( DAG).

* NOTIFICATION_CONDITION is the condition when the notification needs to be sent. The notification
conditions are enumerated in Table 1

* ACTION iswhat needs to happen when condition is satisfied. It is executable + arguments
2. INVOCATION JOB_IDENTIFIER INV.ID NOTIFICATION_CONDITION ACTION

The INVOCATION lines are only generated for clustered jobs, to specifiy the finer grained notifications for each
constitutent job/invocation .

« JOB IDENTIFIER isthe job identifier in the executable workflow ( DAG).
* INV.ID indicates the index of the task in the clustered job for which the notification needs to be sent.

* NOTIFICATION_CONDITION is the condition when the notification needs to be sent. The notification
conditions are enumerated in Table 1

* ACTION iswhat needs to happen when condition is satisfied. It is executable + arguments

A sample notifications file generated is listed below.

WORKFLOW d2c4f 79c- 8d5b- 4577- 8c46- 5031f 4d704e8 on_error /bin/datel

I NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I D1 1 on_success /bin/date_executable
| NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I D1 1 on_success /bin/date_executabl e
| NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_ID1 1 on_error /bin/date_executable

I NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I D1 2 on_success /bin/date_executabl e
| NVOCATI ON ner ge_vahi - preprocess-1.0_PID1_I D1 2 on_error /bin/date_executable

DAXJOB subdax_bl ack_| DO0O0003 on_error /bin/datel3
JOB anal yze_| DO0004 on_success /bin/date

Configuring pegasus-monitord for notifications

Whenever pegasus-monitord entersaworkflow (or sub-workflow) directory, it will read the notificationsfile generated
by Pegasus. Pegasus-monitord will match events in the running workflow against the notifications specified in the
notifications file and will initiate the script specified in a notification when that notification matches an event in the
workflow. It isimportant to note that there will be a delay between a certain event happening in the workflow, and
pegasus-monitord processing the log file and executing the corresponding notification script.

The following command line options (and properties) can change how pegasus-monitord handles notifications:
 --no-notifications (pegasus.monitord.notifications=False): Will disable notifications completely.

« --notifications-max=nn (pegasus.monitord.notifications.max=nn): Will limit the number of concurrent notification
scripts to nn. Once pegasus-monitord reaches this number, it will wait until one notification script finishes before
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starting a new one. Notifications happening during this time will be queued by the system. The default number of
concurrent notification scripts for pegasus-monitord is 10.

« --notifications-timeout=nn (pegasus.monitord.notifications.timeout=nn): This setting is used to change how long
will pegasus-monitord wait for a notification script to finish. By default pegasus-monitord will wait for aslong as
it takes (possibly indefinitely) until a notification script ends. With this option, pegasus-monitord will wait for at
most nn seconds before killing the notification script.

It is also important to understand that pegasus-monitord will not issue any notifications when it is executed in replay
mode.

Environment set for the notification scripts

Whenever a notification in the notifications file matches an event in the running workflow, pegasus-monitord will
run the corresponding script specified in the ACTION field of the notifications file. Pegasus-monitord will set the
following environment variables for each notification script is starts:

e PEGASUS EVENT: The NOTIFICATION_CONDITION that caused the notification. In the case of the "all"
condition, pegasus-monitord will substitute it for the actual event that caused the match (e.g. "start" or "at_end").

e PEGASUS EVENT_TIMESTAMP: Timestamp in EPOCH format for the event (better for automated processing).
¢« PEGASUS EVENT_TIMESTAMP_ISO: Same as above, but in 1SO format (better for human readability).

¢ PEGASUS SUBMIT_DIR: The submit directory for the workflow (usually the value from "submit_dir" in the
braindump.txt file)

« PEGASUS STDOUT: For workflow notifications, this will correspond to the dagman.out file for that workflow.
For job and invocation notifications, this field will contain the output file (stdout) for that particular job instance.

¢« PEGASUS STDERR: For job and invocation natifications, this field will contain the error file (stderr) for the
particular executable job instance. This field does not exist in case of workflow notifications.

¢ PEGASUS WEFID: Contains the workflow id for this notification in the form of DAX_LABEL + DAX_INDEX
(from the braindump.txt file).

* PEGASUS JOBID: For workflow notifications, this contains the worfkflow wf_uuid (from the braindump.txt file).
For job and invocation notifications, this field contains the job identifier in the executable workflow ( DAG ) for
the particular notification.

¢ PEGASUS INVID: Contains theindex of the task in the clustered job for the notification.

*« PEGASUS STATUS: For workflow notifications, this contains DAGMan's exit code. For job and invocation
notifications, this field contains the exit code for the particular job/task. Please note that this field is not present
for 'start' notification events.

Default Notification Scripts

Pegasus ships with two reference notification scripts. These can be used as starting point when creating your own
notification scripts, or if the default oneisall you need, you can use them directly in your workflows. The scripts are:

« libexec/notification/email - sends email, including the output from pegasus-status (default) or pegasus-analyzer.

$ ./libexec/notification/enail --help
Usage: enmmil [options]
Opti ons:
-h, --help show this hel p message and exit

-t TO_ADDRESS, --to=TO ADDRESS
The To: enmil address. Defines the recipient for the
notification.

-f FROM_ADDRESS, - -fronrFROM ADDRESS
The From enail address. Defaults to the required To:
addr ess.

-r REPORT, --report=REPORT
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I ncl ude workflow report. Valid values are: none
pegasus- anal yzer pegasus-status (default)

« libexec/notification/jabber - sends simple notifications to Jabber/GTalk. This can be useful for job failures.

$ ./libexec/notification/jabber --help
Usage: jabber [options]

Opti ons:

-h, --help show this hel p nessage and exit

-i JABBER_ID, --jabberid=JABBER |D
Your jabber id. Exanple: user @ abberhost.com

-p PASSWORD, - - passwor d=PASSWORD
Your j abber password

-s HOST, --host=HOST Jabber host, if different fromthe host in your jabber
id. For Google talk, set this to talk.google.com

-r RECI PI ENT, --recipient=RECI Pl ENT
Jabber id of the recipient. Not necessary if you want
to send to your own jabber id

For example, if the DAX generator is written in Python and you want notifications on 'at_end' events (successful or
failed):

# job level notifications - in this case for at_end events
job.invoke('at_end', pegasus_home + "/libexec/notifications/email --to nme@onewhere.edu")

Please see the notifications example to see a full workflow using notifications.

Monitoring Database

Pegasus launches a monitoring daemon called pegasus-monitord per workflow ( a single daemon is launched if a
user submits a hierarchal workflow ) . pegasus-monitord parses the workflow and job logs in the submit directory
and populates to a database. This chapter gives an overview of the pegasus-monitord and describes the schema of
the runtime database.

pegasus-monitord

Pegasus-monitord is used to follow workflows, parsing the output of DAGMan's dagman.out file. In addition
to generating the jobstate.log file, which contains the various states that a job goes through during the workflow
execution, pegasus-monitord can aso be used to mine information from jobs' submit and output files, and either
populate a database, or write a file with NetLogger events containing this information. Pegasus-monitord can aso
send notifications to usersin real-time as it parses the workflow execution logs.

Pegasus-monitord is automatically invoked by pegasus-run, and tracks workflows in real-time. By default, it
producesthejobstate.log file, and a SQLite database, which containsall theinformation listed in the Stampede schema.
When aworkflow fails, and is re-submitted with a rescue DAG, pegasus-monitord will automatically pick up from
where it left previousdly and continue to write the jobstate.log file and popul ate the database.

If, after the workflow has already finished, users need to re-create the jobstate.log file, or re-populate the database
from scratch, pegasus-monitord's --r eplay option should be used when running it manually.

Populating to different backend databases

In addition to SQLite, pegasus-monitord supports other types of databases, such as MySQL and Postgres.
Users will need to install the low-level database drivers, and can use the --dest command-line option, or the
pegasus.monitord.output property to select where the logs should go.

As an example, the command:

$ pegasus-nonitord -r di anmond- 0. dag. dagnan. out

will launch pegasus-monitord in replay mode. In this case, if ajobstate.log file already exists, it will be rotated and
anew file will be created. It will also create/luse a SQL ite database in the workflow's run directory, with the name
of diamond-0.stampede.db. If the database already exists, it will make sure to remove any references to the current
workflow before it populates the database. In this case, pegasus-monitord will process the workflow information
from start to finish, including any restarts that may have happened.
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Users can specify an alternative database for the events, asillustrated by the following examples:
$ pegasus-nonitord -r -d nysql://usernane: user pass@ost nane/ dat abase_nane di anond- 0. dag. dagnman. out

$ pegasus-nonitord -r -d sqlite:////tnp/dianmond-0.db di anond-0. dag. dagman. out

Inthefirst example, pegasus-monitor d will send the datato the database_name databaselocated at server hostname,
using the username and user pass provided. In the second example, pegasus-monitord will store the data in the /
tmp/diamond-0.db SQL ite database.

Note

For absolute paths four slashes are required when specifying an alternative database path in SQLite.

Users should also be aware that in all cases, with the exception of SQL.ite, the database should exist before pegasus-
monitord isrun (asit creates all needed tables but does not create the database itself).

Finaly, the following example:

$ pegasus-nonitord -r --dest di anond-0.bp di anond- 0. dag. dagman. out
sends events to the diamond-0.bp file. (please note that in replay mode, any data on the file will be overwritten).

One important detail is that while processing a workflow, pegasus-monitord will automatically detect if/when sub-
workflows are initiated, and will automatically track those sub-workflows as well. In this case, although pegasus-
monitord will create a separate jobstate.log file in each workflow directory, the database at the top-level workflow
will contain the information from not only the main workflow, but also from all sub-workflows.

Monitoring related files in the workflow directory
Pegasus-monitord generates a number of filesin each workflow directory:
« jobstatelog: contains a summary of workflow and job execution.

« monitord.log: contains any log messages generated by pegasus-monitord. It is not overwritten when it restarts.
Thisfile is not generated in replay mode, as all log messages from pegasus-monitord are output to the console.
Also, when sub-workflows are involved, only the top-level workflow will have this log file. Starting with release
4.0and 3.1.1, monitord.log fileis rotated if it exists already.

« monitord.started: contains atimestamp indicating when pegasus-monitord was started. Thisfile get overwritten
every time pegasus-monitord starts.

* monitord.done: contains atimestamp indicating when pegasus-monitord finished. Thisfile is overwritten every
time pegasus-monitord starts.

* monitord.info: contains pegasus-monitord state information, which allows it to resume processing if aworkflow
does not finish properly and a rescue dag is submitted. This file is erased when pegasus-monitord is executed in
replay mode.

« monitord.recover: contains pegasus-monitord state information that allows it to detect that a previous instance
of pegasus-monitord failed (or was killed) midway through parsing a workflow's execution logs. Thisfileis only
present while pegasus-monitord is running, asit is deleted when it ends and the monitord.info file is generated.

« monitord.subwf.db: contains information that aids pegasus-monitord to track when sub-workflows fail and are
re-planned/re-tried. It is overwritten when pegasus-monitord is started in replay mode.

« monitord-notifications.log: containsthelog filefor notification-related messages. Normally, thisfile only includes
logs for failed notifications, but can be populated with all notification information when pegasus-monitord isrun
in verbose mode via the -v command-line option.

Overview of the Workflow Database Schema.

Pegasustakesin aDAX which is composed of tasks. Pegasus plansit into a Condor DAG / Executable workflow that
consists of Jobs. In case of Clustering, multiple tasks in the DAX can be captured into a single job in the Executable
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workflow. When DAGMan executes ajob, ajob instance is populated . Job instances capture information as seen by
DAGMan. In case DAGMan retires a job on detecting a failure , a new job instance is populated. When DAGMan
finds a job instance has finished , an invocation is associated with job instance. In case of clustered job, multiple
invocations will be associated with asingle job instance. If aPre script or Post Script is associated with ajob instance,
then invocations are populated in the database for the corresponding job instance.

The current schema version is 4.0 that is stored in the schema._info table.

Figure 6.16. Workflow Database Schema
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Stampede Schema Upgrade Tool

Starting Pegasus 4.x the monitoring and statistics database schema has changed. If you want to use the pegasus-
statistics, pegasus-analyzer and pegasus-plots against a 3.x database you will need to upgrade the schema first

using the schema upgrade tool /usr/share/pegasus/sgl/schema tool.py or /path/to/pegasus-4.x/share/pegasus/sql/
schema_tool.py

Upgrading the schema is required for people using the MySQL database for storing their monitoring information if
it was setup with 3.x monitoring tools.

If your setup uses the default SQL ite database then the new databases run with Pegasus 4.x are automatically created
with the correct schema. In this case you only need to upgrade the SQL ite database from older runs if you wish to
query them with the newer clients.

To upgrade the database

For SQLite Database

cd /to/the/ workflow directory/w th/3.x.nonitord.db
Check the db version

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -c¢ connString=sqlite:////tol/the/ workflow directory/wth/
wor kf | ow. st anpede. db
2012- 02- 29T01: 29: 43. 330476Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. i nit |
2012- 02-29T01: 29: 43. 330708Z | NFO
net | ogger . anal ysi s. schema. schema_check. SchemaCheck. check_schena. start |
2012- 02- 29T01: 29: 43. 348995Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema
| Current version set to: 3.1.
2012- 02- 29T01: 29: 43. 349133Z ERROR net | ogger. anal ysi s. schena. schema_check. SchemaCheck. check_schema
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Storing

| Schena version 3.1 found - expecting 4.0 - database admin will
need to run upgrade tool.

Convert the Database to be version 4.x conpliant

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -u connString=sqlite:////tolthe/ workflow directory/wth/
wor kf | ow. st anpede. db
2012- 02- 29T01: 35: 35. 046317Z I NFO netl ogger. anal ysi s. schena. schema_check. SchemaCheck. i nit |
2012- 02-29T01: 35: 35. 046554Z | NFO
net | ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schena. start |
2012-02-29T01: 35: 35. 064762Z | NFO netl ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schema
| Current version set to: 3.1.
2012- 02-29T01: 35: 35. 064902Z ERROR netl ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schema
| Schema version 3.1 found - expecting 4.0 - database admn will
need to run upgrade tool.
2012-02-29T01: 35: 35. 065001Z | NFO netl ogger. anal ysi s. schema. schema_check. SchemaCheck. upgrade_to_4_0
| Upgrading to schema version 4.0.

Verify if the database has been converted to Version 4.x

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -c connString=sqlite:////tolthe/ workflow directory/wth/

wor kf | ow. st anpede. db

2012- 02-29T01: 39: 17. 218902Z I NFO netl ogger. anal ysi s. schena. schema_check. SchemaCheck. i nit |

2012- 02-29T01: 39: 17. 219141Z | NFO
net | ogger. anal ysi s. schema. schema_check. SchemaCheck. check_schena. start |

2012- 02-29T01: 39: 17. 237492Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema |
Current version set to: 4.0.

2012- 02-29T01: 39: 17. 237624Z I NFO netl ogger. anal ysi s. schena. scherma_check. SchemaCheck. check_schema |
Schema up to date.

For upgrading a MySQL dat abase the steps renmin the sane. The only thing that changes is the
connection String to the database
E. g.

/ usr/ shar e/ pegasus/ sql / schema_t ool . py -u connString=nysql ://usernane: passwor d@er ver : port/ dbnane

After the database has been upgraded you can use either 3.x or 4.x clientsto query the database with pegasus-statistics,
aswell as pegasus-plots and pegasus-analyzer.

of Exitcode in the database

Kickstart records capture raw status in addition to the exitcode . The exitcode is derived from the raw status. Starting
with Pegasus 4.0 release, all exitcode columns (i.einvocation and job instance table columns) are stored with theraw
status by pegasus-monitord. If an exitcode is encountered while parsing the dagman log files, the value is converted
to the corresponding raw status beforeit is stored. All user tools, pegasus-analyzer and pegasus-statistics then convert
the raw status to exitcode when retrieving from the database.

Multiplier Factor

Starting with the 4.0 release, there is a multiplier factor associated with the jobs in the job_instance table. It defaults
to one, unless the user associates a Pegasus profile key named cor es with the job in the DAX. The factor can be used
for getting more accurate statistics for jobs that run on multiple processors/cores or mpi jobs.

The multiplier factor is used for computing the following metrics by pegasus statistics.
¢ Inthe summary, the workflow cumulative job wall time
 Inthe summary, the cumulative job wall time as seen from the submit side

* Inthejobsfile, the multiplier factor is listed along-with the multiplied kickstart time.

.

In the breakdown file, where statistics are listed per transformation the mean, min , max and average values take
into account the multiplier factor.
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Pegasus supports a number of execution environments. An execution environment is a setup where jobs from a
workflow are running.

Localhost

In this configuration, Pegasus schedules thejobsto run locally on the submit host. Running locally is agood approach
for smaller workflows, testing workflows, and for demonstations such as the Pegasus tutorial. Pegasus supports two
methods of local execution: local HTCondor pool, and shell planner. The former is preferred as the latter does not
support all Pegasus features (such as notifications).

Running on alocal HTCondor pool isachieved by executing the workflow on sitelocal ( --siteslocal option to pegasus-
plan ). The site "local" is a reserved site in Pegasus and results in the jobs to run on the submit host in HTCondor
universe local. The site catalog can be left very simplein this case:

<?xm version="1.0" encodi ng="UTF-8"?>
<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LINUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tnmp/ W/ work"/>
</directory>
<directory type="l ocal -storage" path="/tnp/w/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

</ sitecatal og>

The simplest execution environment does not involve HT Condor. Pegasus is capable of planning small workflows for
local execution using a shell planner. Please refer to the shar e/ pegasus/ exanpl es directory in your Pegasus
installation, the shell planner's documentation section, or the tutorials, for details.

Condor Pool

A HTCondor pool is a set of machines that use HTCondor for resource management. A HTCondor pool can be a
cluster of dedicated machines or a set of distributively owned machines. Pegasus can generate concrete workflows
that can be executed on a HTCondor pool.
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Figure7.1. Thedistributed resources appear to be part of a HTCondor pool.
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The workflow is submitted using DAGMan from one of the job submission machines in the HTCondor pool. It isthe
responsibility of the Central Manager of the pool to match the task in the workflow submitted by DAGMan to the
execution machines in the pool. This matching process can be guided by including HTCondor specific attributes in
the submit files of the tasks. If the user wants to execute the workflow on the execution machines (worker nodes) in
aHTCondor pool, there should be a resource defined in the site catalog which represents these execution machines.
The universe attribute of the resource should be vanilla. There can be multiple resources associated with a single
HTCondor pool, where each resource identifies a subset of machine (worker nodes) in the pool.

When running on a HTCondor pool, the user has to decide how Pegasus should transfer data. Please see the Data
Staging Configuration for the options. The easiest is to use condorio as that mode does not require any extra setup -
HTCondor will do the transfers using the existing HT Condor daemons. For an example of this mode see the example
workflow in shar e/ pegasus/ exanpl es/ condor - bl ackdi anond- condori o/ . In HTCondorio mode,
the site catalog for the execution siteis very simple as storage is provided by HTCondor:

<?xm version="1.0" encodi ng="UTF-8"?>
<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi :schemaLocation="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handle="local" arch="x86_64" os="LINUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tnmp/ W/ work"/>
</directory>
<directory type="local -storage" path="/tnp/w/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

<site handl e="condorpool " arch="x86_64" os="LI NUX">
<profil e namespace="pegasus" key="style" >condor</profile>
<profil e namespace="condor" key="universe" >vanilla</profile>
</site>

</sitecatal og>

Thereis a set of HTCondor profiles which are used commonly when running Pegasus workflows. Y ou may have to
set some or al of these depending on the setup of the HTCondor pool:
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<!-- Change the style to HTCondor for jobs to be executed in the HTCondor Pool .
By default, Pegasus creates jobs suitable for grid execution. -->
<profil e namespace="pegasus" key="styl e">condor</profile>

<!-- Change the universe to vanilla to make the jobs go to renote conpute
nodes. The default is local which will only run jobs on the submt host -->
<profil e namespace="condor" key="universe" >vanilla</profhile>

<!-- The requirenents expression allows you to linmt where your jobs go -->
<profil e namespace="condor" key="requirenments">(Target.Fil eSystenDomain !=
&quot ; yggdrasi |l .isi.edu&quot;)</profile>

<l-- The following two profiles forces HTCondor to always transfer files. This
has to be used if the pool does not have a shared fil esystem-->

<profil e namespace="condor" key="shoul d_transfer_fil es">True</profil e>

<profil e namespace="condor" key="when_to_transfer_output”">ON_EXI T</profil e>

Glideins

In this section we describe how machines from different administrative domains and supercomputing centers can be
dynamically added to a HT Condor pool for certain timeframe. These machines join the HTCondor pool temporarily
and can be used to execute jobs in anon preemptive manner. This functionality is achieved using aHTCondor feature
called glideins (see http://cs.wisc.edu/condor/glidein [http://cs.wisc.edu/condor/glidein]) . The startd daemon is the
HTCondor daemon which provides the compute slots and runs the jobs. In the glidein case, the submit machine is
usually a static machine and the glideins are told configued to report to that submit machine. The glideins can be
submitted to any type of resource: a GRAM enabled cluster, a campus cluster, a cloud environment such as Amazon
AWS, or even another HT Condor cluster.

Tip

As glideins are usually coming from different compute resource, and/or the glideins are running in an
administrative domain different from the submit node, thereis usually no shared filesystem available. Thus
the most common data staging modes are condorio and nonshar edfs..

There are many useful tools which submits and manages glideins for you:

e GlideinWMS  [http://www.uscms.org/SoftwareComputing/Grid/ WM S/glideinWMS/] is a tool and host
environment used mostly on the Open Science Grid [http://www.opensciencegrid.org/].

¢ Corra WMS [http://pegasus.isi.edu/projects/corralwms] is a personal frontend for GlideinWMS. Corrd WM S was
developed by the Pegasus team and works very well for high throughput workflows.

« condor_glidein [http://research.cs.wisc.edu/condor/manual /v7.6/condor_glidein.html] is a simple glidein tool for
Globus GRAM clusters. HTCondor_glidein is shipped with HTCondor.

¢ Glideins can aso be created by hand or scripts. This is a useful solution for example for cluster which have no
external job submit mechanisms or do not allow outside networking.

CondorC

Using HTCondorC users can submit workflows to remote HTCondor pools. HTCondorC is a HTCondor specific
solution for remote submission that does not involve the setting up a GRAM on the headnode. To enable HTCondorC
submission to a site, user needs to associate pegasus profile key named style with value as HTCondorc. In case, the
remote HTCondor pool does not have a shared filesytem between the nodes making up the pool, users should use
pegasusin the HTCondorio data configuration. Inthismode, al the datais staged to the remote node in the HT Condor
pool using HTCondor File transfers and is executed using PegasusL ite.

A sample site catalog for submission to aHTCondorC enabled site islisted below

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schema/ sc- 4. 0. xsd"
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version="4,0">

<site handl e="local" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/tnp/wf/work">
<file-server operation="all" url="file:///tmp/wf/work"/>
</directory>
<directory type="local -storage" path="/tnp/wf/storage">
<file-server operation="all" url="file:///tnp/wf/storage"/>
</directory>
</site>

<site handl e="condorcpool " arch="x86_86" os="LI NUX">
<l-- the grid gateway entries are used to designate
the renote schedd for the HTCondorC pool -->
<grid type="condor" contact="ccg-condorctest.isi.edu" schedul er="Condor"
j obt ype="conpute" />
<grid type="condor" contact="ccg-condorctest.isi.edu" schedul er="Condor"
j obtype="auxillary" />

<!-- enabl e submi ssi on using HICondorc -->
<profil e namespace="pegasus" key="styl e">condorc</profil e>

<!-- specify which HTCondor collector to use.
If not specified defaults to renpte schedd specified in grid gateway -->
<profil e namespace="condor" key="condor_col | ector">condorc-collector.isi.edu</profile>
<profil e namespace="condor" key="shoul d_transfer_fil es">Yes</profile>
<profil e namespace="condor" key="when_to_transfer_output">ON_EXI T</profil e>
<profil e namespace="env" key="PEGASUS HOVE" >/usr</profile>
<profil e namespace="condor" key="universe">vanilla</profile>

</site>

</ sitecatal og>

To enable PegasusLite in HTCondorlO mode, users should set the following in their properties

# pegasus properties
pegasus. dat a. confi guration HTCondori o
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Cloud (Amazon EC2/S3, Google Cloud, ...)

Figure 7.2. Cloud Sample Site L ayout
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This figure shows a sample environment for executing Pegasus across multiple clouds. At this point, it is up to the
user to provision the remote resources with a proper VM image that includes a HTCondor worker that is configured
to report back to a HT Condor master, which can be located inside one of the clouds, or outside the cloud.

The submit host is the point where a user submits Pegasus workflows for execution. This site typicaly runs a
HTCondor collector to gather resource announcements, or is part of a larger HTCondor pool that collects these
announcements. HTCondor makes the remote resources available to the submit host's HTCondor installation.

The figure above shows the way Pegasus WMS is deployed in cloud computing resources, ignoring how these
resources were provisioned. The provisioning request shows multiple resources per provisioning request.

Theinitial stage-in and final stage-out of application datainto and out of the node set is part of any Pegasus-planned
workflow. Several configuration options exist in Pegasusto deal with the dynamics of push and pull of data, and when
to stage data. In many use-cases, some form of external access to or from the shared file system that is visible to the
application workflow is required to facilitate successful data staging. However, Pegasus is prepared to deal with a
set of boundary cases.

The dataserver in thefigureis shown at the submit host. Thisis not astrict requirement. The data server for consumed
data and data products may both be different and external to the submit host, or one of the object storage solution
offered by the cloud providers

98



Execution Environments

Once resources begin appearing in the pool managed by the submit machine& rsquor;s HTCondor collector, the
application workflow can be submitted to HTCondor. A HTCondor DAGMan will manage the application workflow
execution. Pegasus run-time tools obtain timing-, performance and provenance information as the application
workflow is executed. At this point, it isthe user's responsibility to de-provision the allocated resources.

In the figure, the cloud resources on the right side are assumed to have uninhibited outside connectivity. This enables
the HT Condor 1/0 to communicate with the resources. The right side includes a setup where the worker nodes use all
private IP, but have out-going connectivity and a NAT router to talk to the internet. The Condor connection broker
(CCB) facilitates this setup almost effortlessly.

The left side shows a more difficult setup where the connectivity is fully firewalled without any connectivity except
to in-site nodes. In this case, a proxy server process, the generic connection broker (GCB), needs to be set up in the
DMZ of the cloud site to facilitate HT Condor /O between the submit host and worker nodes.

If the cloud supports data storage servers, Pegasus is starting to support workflows that require staging in two steps:
Consumed dataisfirst staged to adata server in the remote site's DM Z, and then a second staging task moves the data
from the data server to the worker node where the job runs. For staging out, data needs to be first staged from the
job'sworker node to the site's data server, and possibly from there to another data server externa to the site. Pegasus
is capable to plan both steps: Normal staging to the site's data server, and the worker-node staging from and to the
site's data server as part of the job.

Amazon EC2

There are many different waysto set up an execution environment in Amazon EC2. The easiest way isto use a submit
machine outside the cloud, and to provision several worker nodes and afile server node in the cloud as shown here:

Figure 7.3. Amazon EC2
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The submit machine runs Pegasus and a HTCondor master (collector, schedd, negotiator). The workers run a
HTCondor startd. And the file server node exports an NFS file system. The startd on the workers is configured to
connect to the master running outside the cloud, and the workers also mount the NFS file system. More information
on setting up HTCondor for this environment can be found at http://www.isi.edu/~gideon/condor-ec2 [http://
www.isi.edu/~gideon/condor-ec?/].

The site catalog entry for this configuration is similar to what you would create for running on alocal Condor pool
with a shared file system.
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Google Cloud Platform

Using the Google Cloud Platform is just like any other cloud platform. Y ou can choose to host the central manager /
submit host inside the cloud or outside. The compute VMs will have HTCondor installed and configured to join the
pool managed by the central manager.

Google Storage is supported using gsutil. First, create a .boto file by running:

gsutil config

Then, use a site catalog which specifies which .boto file to use. You can then use gs:// URLs in your workflow.
Example:

<?xm version="1.0" encodi ng="UTF-8"?>
<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocati on="http://pegasus.i si.edu/ schena/sitecatal og
http://pegasus.isi.edu/ schema/sc-4.0.xsd" version="4.0">

<site handle="local" arch="x86_64" os="LINUX">
<directory type="shared-scratch" path="/tnp">
<file-server operation="all" url="file:///tm"/>
</directory>
<profil e namespace="env" key="PATH'>/opt/gsutil:/usr/bin:/bin</profile>

</site>

<l-- conpute site -->
<site handl e="condorpool " arch="x86_86" os="LI NUX">
<profil e namespace="pegasus" key="style" >condor</profile>
<profil e namespace="condor" key="universe" >vanilla</profile>
</site>

<l-- storage sites have to be in the site catalog, just liek a conpute site -->
<site handl e="googl e_storage" arch="x86_64" os="LI NUX">
<directory type="shared-scratch" path="/ny-bucket/scratch">
<file-server operation="all" url="gs://ny-bucket/scratch"/>
</directory>
<directory type="l ocal -storage" path="/ny-bucket/outputs">
<file-server operation="all" url="gs://ny-bucket/outputs"/>
</directory>
<profil e namespace="pegasus" key="BOTO _CONFI G'>/ hone/ myuser/. boto</profil e>
</site>

</ sitecatal og>
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Remote Cluster using Globus GRAM
Figure 7.4. Grid Sample Site Layout
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A generic grid environment shown in thefigure above. Wewill work from theleft to theright top, then theright bottom.

On the left side, you have a submit machine where Pegasus runs, HTCondor schedules jobs, and workflows are
executed. We call it the submit host (SH), though its functionality can be assumed by avirtual machineimage. In order
to properly communicate over secured channels, it is important that the submit machine has a proper notion of time,
i.e. runsan NTP daemon to keep accurate time. To be able to connect to remote clusters and receive connections from
the remote clusters, the submit host has a public IP address to facilitate this communication.

In order to send ajob request to theremote cluster, HT Condor wrapsthejob into Globus callsviaHTCondor-G. Globus
uses GRAM to manage jobs on remote sites. In terms of a software stack, Pegasus wraps the job into HTCondor.
HTCondor wrapsthejob into Globus. Globustransportsthejob to the remote site, and unwraps the Globus component,
sending it to the remote site's resource manager (RM).

To be able to communicate using the Globus security infrastructure (GSl), the submit machine needs to have the
certificate authority (CA) certificates configured, requires a host certificate in certain circumstances, and the user a
user certificate that is enabled on the remote site. On the remote end, the remote gatekeeper node requires a host
certificate, all signing CA certificate chains and policy files, and a goot time source.

In a grid environment, there are one or more clusters accessible via grid middleware like the Globus Toolkit [http://
www.globus.org/]. In case of Globus, there isthe Globus gatekeeper listening on TCP port 2119 of the remote cluster.
The port is opened to a single machine called head node (HN).The head-node is typically located in a de-militarized
zone (DMZ) of the firewall setup, asit requires limited outside connectivity and a public | P address so that it can be
contacted. Additionally, once the gatekeeper accepted ajob, it passesit on to ajobmanager. Often, these jobmanagers
require alimited port range, in the example TCP ports 40000-41000, to call back to the submit machine.
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For the user to be able to run jobs on the remote site, the user must have some form of an account on the remtoe site.
The user's grid identity is passed from the submit host. An entity called grid mapfile on the gatekeeper maps the user's
grid identity into aremote account. While most sites do hot permit account sharing, it is possible to map multiple user
certificates to the same account.

The gatekeeper isthe interface through which jobs are submitted to the remote cluster's resource manager. A resource
manager is a scheduling system like PBS, Maui, LSF, FBSNG or HTCondor that queues tasks and alocates worker
nodes. The worker nodes (WN) in the remote cluster might not have outside connectivity and often use all private IP
addresses. The Globus toolkit requires a shared filesystem to properly stage files between the head node and worker
nodes.

Note

The shared filesystem requirement is imposed by Globus. Pegasus is capable of supporting advanced site
layoutsthat do not require ashared filesystem. Please contact usfor details, should you require such a setup.

To stage data between externa sitesfor the job, it is recommended to enable a GridFTP server. If ashared networked
filesystemisinvolved, the GridFTP server should be located as closeto thefile-server aspossible. The GridFTP server
requires TCP port 2811 for the control channel, and alimited port range for data channels, here as an examplethe TPC
ports from 40000 to 41000. The GridFTP server requires a host certificate, the signing CA chain and policy files, a
stabletime source, and agridmap file that maps between auser's grid identify and the user's account on theremote site.

The GridFTP server is often installed on the head node, the same as the gatekeeper, so that they can share the grid
mapfile, CA certificate chains and other setups. However, for performance purposes it is recommended that the
GridFTP server hasits own machine.

An example site catalog entry for a GRAM enabled site looks as follow in the site catalog

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handl e="Trestl es" arch="x86_64" os="LI NUX">
<grid type="gt5" contact="trestles.sdsc. edu/jobmanager-fork" schedul er ="Fork"
j obtype="auxillary"/>
<grid type="gt5" contact="trestles.sdsc. edu/jobmanager-pbs" schedul er ="unknown"
j obtype="conpute"/>

<directory type="shared-scratch" path="/oasis/projects/nsf/USERNAMVE" >
<file-server operation="all" url="gsiftp://trestles-dml. sdsc. edu/ oasi s/ proj ects/nsf/
USERNAME" / >
</directory>

<I-- specify the path to a PEGASUS WORKER | NSTALL on the site -->
<profil e namespace="env" key="PEGASUS_HOVE" >/path/to/ PEGASUS/ | NSTALL</ profile>
</site>

</ sitecatal og>

Remote Cluster using CREAMCE

CREAM [https://wiki.italiangrid.it/twiki/bin/view/CREAM/Functional Description] is a webservices based job
submission front end for remote compute clusters. It can be viewed as a replaced for Globus GRAM and is mainly
popular in Europe. It widely used in the Italian Grid.

In order to submit aworkflow to compute site using the CREAMCE front end, the user needs to specify the following
for the sitein their site catalog

1. pegasus profile style with value set to cream

2. grid gatewaydefined for the site with contact attribute set to CREAMCE frontend and scheduler attribute to
remote scheduler.
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3. aremote queue can be optionally specified using globus profile queue with value set to queue-name

An example site catalog entry for a creamce site looks as follow in the site catalog

<sitecatal og xm ns="http://pegasus.isi.edu/ schema/sitecatal og"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="http://pegasus.isi.edu/ schema/sitecatal og http://pegasus.isi.edu/
schena/ sc-4. 0. xsd"

version="4.0">

<site handl e="creante" arch="x86" os="LI NUX">
<grid type="creant contact="https://ce0l-1cg.cr.cnaf.infn.it:8443/ce-creani servi ces/ CREAMR"
schedul er="LSF" j obtype="conpute" />
<grid type="creant contact="https://ce01l-1cg.cr.cnaf.infn.it:8443/ce-creani servi ces/ CREAMR"
schedul er="LSF" jobtype="auxillary" />

<l-- Scratch directory on the cluster -->
<directory type="shared-scratch" path="/home/virgo034">
<file-server operation="all" url="gsiftp://ce0l-1cg.cr.cnaf.infn.it/home/virgo034"/>

</directory>

<l-- creamis the style to use for CREAMCE subnits -->

<profil e namespace="pegasus" key="style">creanx/profile>

<l-- the renmpte queue is picked up fromglobus profile -->
<profil e namespace="gl obus" key="queue">virgo</profile>

<l-- Staring HTCondor 8.0 additional creamattributes
can be passed by setting creamattributes -->
<profil e namespace="condor" key="cream attributes">keyl=val uel; key2=val ue2</profil e>
</site>

</ sitecatal og>

The pegasus distribution comes with creamce examplesin the examples directory. They can be used asa starting point
to configure your setup.

Tip

Usualy , the CREAMCE frontends accept VOMS generated user proxies using the command voms-
proxy-init . Steps on generating a VOMS proxy are listed in the CREAM User Guide here [https://
wiki.italiangrid.it/twiki/bin/view/CREAM/UserGuide#1 1 Before starting_get_your_use] .

Local Cluster Using Glite

This section describes the various changes required in the site catal og for Pegasus to generate an executable workflow
that uses gL ite blahp to directly submit to PBS on the local machine. This mode of submission should only be used
when the HTCondor on the submit host can directly talk to scheduler running on the cluster.

For the job submissions to work from HTCondor to underlying PBS correctly, you need to use the
pbs_local_attributes.sh file distributed with the Pegasus distribution in in the share/pegasus/htcondor/glite directory.
You need to copy thisfile into the bin directory of the glite installation as part of the HTCondor installation on the
submit node. The HTCondor glite installation can be determined by running the command HTCondor_config_val
GLITE_LOCATION. The Pegasus team currently only provides alocal attributes file for PBS.

$ HTCondor _config_val GLI TE_LOCATI ON
/usr/libexec/condor/glite

$ |Is /usr/libexec/condor/glite/bin/pbs_|ocal_submt_attributes.sh

-rwxrwxr-x 1 vahi isi-ar 1.8K May 29 17:34 /usr/|ibexec/ condor/glite/bin/
pbs_l ocal _submit_attributes. sh

Itisrecommended that the cluster that gL itetalkstois designated as a separate compute sitein the Pegasus site catal og.
Totag asite asagL.ite site the following two profiles need to be specified for the site in the site catalog.

1. pegasus profile style with value set to dlite.
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